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ABSTRACT

Bootstrapping the Learning Process for Computer Audition

Prem Seetharaman

The human auditory system is remarkable, easily parsing the complex mixtures of speech, music, and

environmental sounds that we encounter every day. To appreciate the complexity of the task set before our

ears, consider this thought experiment: imagine a crowded lake during summer. Boats are traveling across

it in different directions and people are swimming and splashing around. All of this activity manifests as

waves rippling across the surface of the lake. Two small channels of water extend out from the lake. The

activity on the lake causes waves that reach the channels, causing them to swell and recede. Your task is to

describe the activity taking place on the lake, such as how many boats there are, their direction of travel,

what kind of boats, how many people there are, how far the boats are, etc. The catch is that you can only

observe the two small channels extending from the lake. This seems impossible. Yet, the human auditory

system deals with precisely this task all the time and does it with astounding efficacy. The lake of activity

(the sounds around us) causes waves (sound pressure waves in air) that reach the two channels (our ears).

We process these waves in real-time into an understanding of the auditory world around us.

Computer audition is the study of how machines can organize, parse, and understand the auditory “lake”

of activity around us. A fundamental problem in computer audition is audio source separation. Source

separation is the isolation of a specific sound (e.g. a single speaker) in a complex audio scene, like a cocktail

party. Humans, as evidenced by our daily experience with sounds as well as empirical studies [8, 35, 114, 116,

156], manage the source separation task very effectively, attending to sources of interest in complex scenes.

In this work, I create computational methods for audio source separation that are inspired by the abilities

of humans. It is important to note that algorithms that are inspired by human abilities do not necessarily

have to use the same underlying mechanics that humans use to perform these tasks.
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Deep learning approaches are currently state-of-the-art for source separation tasks. They are typically

trained on many examples (e.g. tens of thousands) where each source (e.g. a voice) was recorded in isolation

and then the recordings are artificially mixed together. The mixture and the ground truth decomposition

of the mixture are presented to the learner as the desired input/output examples. Although we have large

collections of isolated speech, we don’t have large collections of isolated recordings for every arbitrary sound.

Artificial mixing also cannot capture the full range of sound source motions, reverberations, and sound

radiation patterns that exist in real-world mixtures. This fundamentally limits the range of mixtures and

sounds that existing models can learn to separate.

In contrast, humans are never given a decomposition of the complex auditory scenes they encounter,

yet they develop broadly robust abilities to parse audio scenes. There is experimental evidence [8, 114, 116]

that the brain uses fundamental grouping mechanisms, called primitives, to segment audio scenes even when

they are composed of never-before-heard sounds. This, in turn allows learning about sound sources without

the requirement to hear them in isolation.

The problems I am concerned with are the following: How can we learn audio source sep-

aration models directly from complex auditory scenes instead of from artificial scenes created

to give us perfect ground truth? How can we leverage a combination of learned and primitive

source separation models to produce robust source separation that performs well even when

mixing conditions vary?

My approach for training a deep computer audition model without ground truth is as follows. I first

apply primitive audio source separation algorithms to an auditory scene. These algorithms are inspired by

human audition, such as our tendencies to group sources by spatial location, repeating vs not repeating,

common fate, pitch and time proximity, and so on [8, 114, 116, 156, 160, 161]. Then, I estimate the

confidence I have in the labels produced by the primitives. The goal is to focus the learning process for

the deep network on time-frequency points whose labels are more likely to be correct. Finally, we train a

network using the labels produced by the primitive audio source separation algorithms in conjunction with

a modified deep clustering loss function that incorporates the concept of confidence weights. This training

methodology makes the network focus on points that we are more confident in. The trained network can

then be applied in situations where primitives fail. The result is a source separation model that can learn to

segment the auditory scene without ground truth by bootstrapping its understanding of the auditory world

using primitive unsupervised audio source separation algorithms.
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CHAPTER 1

Introduction

“ The innate influences on [audition] should not be seen as being in opposition to prin-

ciples of learning. The two must collaborate, the innate influences acting to ‘bootstrap’

the learning process. ”
Albert Bregman, Auditory Scene Analysis, p. 40, 1994

The human auditory system is remarkable, easily parsing the complex mixtures of speech, music, and

environmental sounds that we encounter every day1. To appreciate the complexity of the task set before

our ears, consider this thought experiment, depicted in Figure 1.1: imagine a crowded lake during summer.

Boats are traveling across it in different directions and people are swimming and splashing around. All of

this activity manifests as waves rippling across the surface of the lake. Two small channels of water extend

out from the lake. The activity on the lake causes waves that reach the channels, causing them to swell and

recede. Your task is to describe the activity taking place on the lake, such as how many boats there are, their

direction of travel, what kind of boats, how many people there are, how far the boats are, etc. The catch is

that you can only observe the two small channels extending from the lake. Your task seems impossible. Yet,

the human auditory system deals with precisely this task all the time and does it with astounding efficacy.

The lake of activity (corresponding to the sounds around us) causes waves (sound pressure waves in air)

that reach the two channels (our ears). We process these waves in real-time into an understanding of the

auditory world around us.

Computer audition is the study of how machines can organize, parse, and understand the auditory “lake”

of activity around us. A fundamental problem in computer audition is audio source separation, the act of

isolating sound producing sources (or groups of sources) in an audio scene. Recordings of audio scenes

with multiple overlapping sounds are often referred to as mixtures. Example source separation tasks include

separating the lead vocals from a music mixture (vocal extraction - [141]), or separating a target speaker

1This chapter has supplementary audio examples: https://pseeth.github.io/public/thesis/ch1.html
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Figure 1.1. A thought experiment: by observing the activity of the two channels of water,
can you describe the activity on the lake? Figure from Bregman [8]

.

from a mixture of people talking at a cocktail party [35]. In this work, the primary problem we will be

dealing with is that of audio source separation.

1.1. Broader impact

Robust, reliable machine audio source separation would be transformative for many applications. Like

visual segmentation for visual tasks (e.g. object classification - [89]), audio source separation is an enabling

technology. It is useful for any auditory recognition or editing task where there are multiple concurrent

sounds recorded on the same microphone that one might want to attend to or edit individually.

For example, we could create better hearing aids that increase the volume of only the sounds that matter

in a mixture (e.g. the voice you are listening to) rather than superfluous sounds (the background chatter at

a crowded party). Today’s hearing-assistive devices cannot amplify only the desired sound, so they instead

amplify all sounds in a frequency range or from a general direction. As a result, many hearing aid users simply

avoid crowded public places, or tune out of a conversation they cannot follow. This technical limitation can

translate to serious societal costs. Previous estimates place the number of individuals suffering from hearing

loss at 30 million in the US alone [100]. When these individuals’ needs are unmet by hearing-assistive

technology, it can lead to loss of economic output and overall quality of life, and in extreme cases isolation
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and social alienation, both of which have serious health effects. A hearing aid that used state-of-the-art

computer audition methods to amplify only the desired sound would be transformative for many people.

Improved audio source separation would improve speech recognition applications by eliminating unim-

portant sound sources from the audio (anything that isn’t speech from the person of interest). We could

also leverage knowledge of the constituent sources in an auditory scene to create more efficient algorithms

for remixing (e.g. remixing stereo audio accompanying a movie into surround sound) ([127]). Algorithms to

separate audio sources can be used to replace speech from vintage film soundtracks, where the speech and

music are all on one channel (e.g. Casablanca), with dialog in another language (e.g. making a Tamil version

of Casablanca). Source separation could also allow actors on a stage to be individually amplified without

the need for individual microphones clipped to each person.

The Sounds of New York City (SONYC) [5] project and ShotSpotter [162] are examples of a wide range

of initiatives to deploy automated listening stations to identify sounds (e.g. dog barks, gunshots) in our

natural and built environments. Sound event identification technology [67, 206] is also transforming search

through databases of audio recordings. These, too would benefit from source separation, as overlapped

sounds are much more likely to be mislabeled.

More broadly, source separation algorithms can be applied anywhere where signals are comprised of

multiple sources, such as biomedical imaging ([79]), seismology ([1]) and more recently, audio data sensed

by personal assistants such as the Google Home and the Amazon Echo.

1.2. Problem statement

Source separation is the isolation of a specific sound (e.g. a single speaker) in a complex audio scene

(hereafter called a mixture), like a cocktail party. Humans, as evidenced by our daily experience with sounds

as well as empirical studies [8, 35, 114, 116, 156], manage the source separation task very effectively, attending

to sources of interest in complex scenes. I want to create computational methods for audio source separation

that are inspired by the abilities of humans. It is important to note that algorithms that are inspired by

human abilities do not necessarily have to use the same underlying mechanics that humans use to perform

these tasks. The goal is to create computational methods that have abilities comparable to humans rather

than create computational methods that use the same underlying mechanics that humans use. An analogy

would be airplanes, which do not flap their wings (hopefully) to fly (un)like birds do.
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Setting up the source separation problem more formally, assume N audio sources, where a source is

something like a person’s voice, a car horn, or a cello. Each source is recorded in M channels (using M

microphones). Each source sn,m(t) is represented as a sequence of amplitudes in time, indexed by which

source it is n and which channel recorded the signal m. We do not observe the individual sources but rather

the mixture x:

xm(t) =
NX

n

sn,m(t)

x(t) is an M channel mixture that contains the sum of the amplitudes of all of the sources at time step

t. The audio source separation problem is this: Given an M -channel mixture of sounds xm(t), return the N

isolated sound sources si,m(t).

When M is greater than N , and the sources are statistically independent, the source separation problem

is trivially solved by using independent component analysis (ICA) [95] for most sources of interest (e.g.

speech, music, etc.). This is the over-determined source separation case. In this work, we are concerned with

the far more difficult under-determined case - where there are fewer channels M than sources N . In these

cases, ICA is not applicable. When M < N , the source separation problem becomes very difficult, almost

like trying to take sugar out of a baked cake.

When audio is mixed together, the constituent sources can cancel each other out (either entirely or

partly), making information about the sources unrecoverable given the mixture. For example, consider

two single-channel sources s0,0 and s1,0, where s1,0 = �s0,0. In this case, the mixture of these sources

x(t) = s0,0 + (�s0,0) = 0. Noise-canceling headphones leverage this phenomenon to cancel out sounds that

are coming from outside the headphones (e.g. airplane noise), leaving only the audio the user wants to hear

(e.g. music). The sounds coming from outside are recorded, multiplied by �1 and “added” to the mixture

that reaches the listeners ears, canceling those sounds out. Effectively, this is source separation where the

desired source signal (the source to be separated out, the content playing through the headphones) is known

down to the individual samples taken 44, 100 times per second (for compact disc quality audio).

In general source separation problems, the exact sample-by-sample characteristics of neither the desired

nor the undesired source are known. The audio mixture contains both the desired and undesired source

with no additional information as to which is which. Further, when audio is mixed, the sources are overlaid

on top of each other, resulting in both constructive and destructive interference. This is contrast to the
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Figure 1.2. An example of audio representations. The top plot depicts the time-series rep-
resentation, while the bottom plot depicts the spectrogram (time-frequency) representation.
The auditory scene consists of a small jazz band (consisting of saxophone, piano, drums,
and bass), chatter produced by a crowd of people, and dishes clattering as they are being
washed. It is difficult to visually separate the three sources from each other in either the
time-frequency representation or the original time-series.

analogous problem in vision of scene segmentation - identifying which pixels belong to which object in a

visual scene. The source separation problem is like doing visual scene segmentation, if the visual world

consisted of transparent/translucent objects that could possibly cancel each other out. The complexity of

this task is apparent in Figure 1.4, where the top three panels that display isolated sources become difficult

to visually separate in the mixture of the sources in the bottom panel.

For audio source separation, the audio must be encoded into a machine-readable representation. The

first level of representation of audio is the time-series, which encodes audio as a sequence of real numbers

(seen in Figure 1.2. These sequences often come in one channel (mono) or two channels (stereo). Each

number in the time-series represents the amplitude of the signal at that moment in time (as measured by

the displacement of the diaphragm of a microphone in response to the pressure waves in the air that make

up sound). From the time series audio, more complex representations can be derived. The most commonly

used representation is the time-frequency representation. This represents audio as a two dimensional matrix

where the energy of a particular frequency at a specific moment in time is visible. The human inner ear

performs a similar time-frequency decomposition using the cochlea [139]. Sound waves travel into the ear

and along a vibrating membrane that varies in thickness. Along the membrane, hair cells send electrical
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signals to the brain depending on their displacement due to the sound wave. The membrane is sensitive in

different locations to different frequencies because it varies in thickness. The brain uses this information to

perform a frequency decomposition of the incoming sounds.

In computer audition, it is often useful to obtain a similar representation of the signal. In time-frequency

representations, patterns that are not apparent in the time-series representation become salient. One such

time-frequency representation and its associated time series is shown in Figure 1.2. In the top time-series

representation, it is unclear what the content of the signal is. In the time-frequency representation, one can

see (with practice) that there is a harmonic source (the rising harmonic stack visible from 2 seconds to 5

seconds), some broadband bursts periodically (the dishes clattering), and some noise in the background (the

people chattering). The exact classes of these sounds may not be immediately apparent but clearly more

information is visible than in the time-series representation. We can have more intuition about the behavior

of time-frequency representations and more easily design audio source separation algorithms around them.

The time-frequency representation is also known as the spectrogram. I use these two terms interchangeably.

An individual value in the spectrogram is called a time-frequency point. The time-frequency represen-

tation of an audio signal x(t) is X(t, f), where t and f indicate time and frequency. The value of |X(t, f)|,

where |.| indicates the absolute value, is the energy of the signal at the point in time and frequency. In

complex transforms, which map a real number to the complex plane (like the Fourier transform), there is

also a component of phase at each time-frequency point. One time-frequency representation of interest is the

short-time Fourier transform (STFT) which, like its name suggests, is calculated using the Fourier transform

[2]. The STFT is calculated by first splitting the time-series representation into overlapping windows that

progress forward in time. Each window is then converted to the frequency domain using the Fourier trans-

form. The magnitude and phase at each frequency for each window in time are then stacked vertically and

become a column of the time-frequency representation. The time-frequency representations shown in Figure

1.4 and 1.2 are calculated using this approach. The images in these figures show magnitude spectrograms and

do not display the phase information. This is the most common visual representation, as phase is difficult

to interpret visually.

The STFT can be inverted back to the time-series representation by reversing the operations used to

construct it (e.g. the Fourier transform is swapped with the inverse Fourier transform). It is important

to have an inverse procedure associated with the time-frequency representation, as it is what allows one to

recover audio to play back through speakers to listen to. The general procedure for source separation is
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to first map the time-series representation to a time-frequency representation. Then, one manipulates the

time-frequency representation to achieve some effect (e.g. separating out vocals from accompaniment). After

manipulation the representation, we can invert the manipulated representation back to a time-series that

can be played back on computer speakers to hear the results.

Some approaches exist that manipulate learned representations of audio rather than time-frequency

representations [107, 182, 183]. However, these models often learn representations that are highly domain-

specific (e.g. trying to separate music using a representation learned on speech does not work). Therefore,

the vast majority of source separation research has restricted itself to the analysis and manipulation of time-

frequency representations, as a broad range of tasks is possible using these representations. However, even

in learned representations, the idea is the same - one still manipulates the representation to separate the

sources.

The most common way to perform audio source separation on underdetermined mixtures is to assign

time-frequency points as belonging either in whole or in part to one of the sources. The former, where

each time-frequency point is assigned in whole to one source, is referred to as a hard mask, while the latter,

where a time-frequency point can be shared among multiple sources, is a soft mask. This mask is a two

dimensional matrix M with the same dimensions as the time-frequency representation X. Elements of the

mask are between 0 and 1. 0 indicates that the time-frequency point does not belong to the source being

separated by the mask, while 1 indicates the opposite. Values between 0 and 1 indicate that the energy of

the time-frequency point is shared between multiple sources. This is common in musical auditory scenes

(e.g. an oboe and clarinet playing the same melody simultaneously), for example. To separate audio, we

element-wise multiply the mask M with the time-frequency representation X: S = M � X. Then S, the

separated source, can be mapped back to the audio domain using the appropriate inverse transform.

Much of the audio source separation literature is dedicated to how to assign time-frequency points in

the spectrogram to each sound source (see Section 1.4). An example of such an assignment is shown in

Figure 1.3. Throughout this thesis, we will be dealing with this problem - assigning time-frequency points

in a spectrogram to meaningful sources. The complex audio mixture shown in Figure 1.2 can be separated

into three sources - the jazz band, the chatter of the crowd, and the clattering of the dishes - using the

time-frequency assignments shown in Figure 1.3.

I stated previously that I concentrate on solving the underdetermined (more sources than mixture

channels) source separation problem. Most publicly available prerecorded audio (e.g. YouTube) and most
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Figure 1.3. An example of time-frequency assignments in the spectrogram from 1.2. The
auditory scene consists of a small jazz band consisting of saxophone, piano, drums, and bass,
chatter produced by a crowd of people, and dishes clattering as they are being washed. Dark
blue represents silence, light blue represents the jazz band, red the chatter, and yellow the
dishes.

live recordings in real-world environments are under-determined, making it an important case to solve. Due

to its wide applicability, a large body of research has developed on this topic [3, 4, 8, 9, 11, 13, 23, 26, 27,

30, 33, 36, 37, 40, 41, 43, 45–48, 51, 56–59, 62, 63, 65, 69–71, 73, 76, 81, 82, 88, 95, 101, 102, 107, 113, 116,

126, 128–131, 140–142, 144, 147, 148, 156, 164–166, 168, 170, 177, 178, 181, 184–188, 190–192, 200–202,

205]. Approaches can be broadly grouped into techniques that are not specific to audio (e.g independent

component analysis [95]), techniques leveraging generic cues common in auditory scenes (e.g. repeating

structure [116, 141]), and data-driven techniques that learn source models from training data (e.g. deep

learning [65, 90, 104, 107, 123, 172, 179, 194]).

Data-driven techniques, specifically deep learning [53] models, are the most successful approaches to

underdetermined source separation [103, 173] of one or two channels. This corresponds to the case that

humans deal with - two ears means two channels. This is also the most common case encountered in real

world mixtures (e.g. stereo music mixtures). In this work, we are explicitly interested in this case - separating

auditory scenes given at most 2 channels of information. Source separation approaches that exploit more

than 2 channels of information, such as beamforming with a microphone array[82, 136, 181] are not applicable

to this problem, as they require far more microphones than are usually available for many audio recordings.

Deep learning approaches (e.g. the state-of-the-art deep clustering [65]) approach are typically trained

on many examples (e.g. tens of thousands, or even millions) where each source (e.g. a voice) was recorded in
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Piano playing the notes C4, E4, G4

Male voice saying: Safety Dance

Crumpling plastic cup

Mixture of cup, piano, voice

Figure 1.4. An example of audio representations and mixing sources. In the top image, a
spectrogram for a single audio source consisting of a piano playing 3 notes is shown. In the
second, an example of speech. In the third image, a crumpling plastic cup. Finally, the
last image has the time-frequency representation of the three sources mixed together. It is
very hard to disambiguate the three sources from one another in the image, especially in
the times where the sources overlap in activity.

isolation and then the recordings are artificially mixed together. The mixture (e.g. Figure 1.2) and the ground

truth decomposition of the mixture (e.g. Figure 1.3) are presented to the learner as the desired input/output

examples. Although we have large collections of isolated speech, we don’t have large collections of isolated

recordings for every arbitrary sound. Artificial mixing also cannot capture the full range of sound source
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motions, reverberations, and sound radiation patterns that exist in real-world mixtures. This fundamentally

limits the range of mixtures and sounds that existing models can learn to separate.

In contrast, humans are never given a decomposition of the complex auditory scenes they encounter,

yet they develop broadly robust abilities to parse audio scenes. There is experimental evidence [8, 114, 116]

that the brain uses fundamental grouping mechanisms, called primitives, to segment audio scenes even when

they are composed of never-before-heard sounds. Examples include direction of arrival and harmonicity (see

Section 1.4.1). This, in turn allows learning about sound sources without the requirement to hear them in

isolation.

Both primitives and learning based approaches have many failure modes. Any of the primitives mentioned

in Section 1.4.1 produce good results when the assumption they make about the auditory scene is valid. Any

of the learning-based approaches can produce good results if the content or structure of the auditory scene

is sufficiently similar to the conditions of the training mixtures used to build the model. When these

assumptions are invalid, both primitives and learned models can fail.

The problems I am concerned with are the following: How can we learn audio source sep-

aration models directly from complex auditory scenes instead of from artificial scenes created

to give us perfect ground truth? How can we leverage a combination of learned and primitive

source separation models to produce robust source separation that performs well even when

mixing conditions vary?

1.3. Contributions

This dissertation bridges the gap between learning-based and primitive-based source separation ap-

proaches such that the combination of the two mitigates the failures of either approach in isolation.

In this work I develop methods to bootstrap a learning-based source separation algorithm

using the output of primitive-based source separation algorithms, eliminating the need for

ground truth sources during training. In doing so, I significantly advance the state-of-the-art

in computational auditory scene analysis. Specific advances include:

(C1) Algorithms that apply primitive cues known to be used in human audition that had not previously

been used in algorithmic source separation. (Chapter 2). Specifically, I contribute a source sepa-

ration algorithm based on a modulation-based representation that can be used for separation by

frequency micromodulation or repetition.
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(C2) A method to combine multiple primitive source separation algorithms in a way that out-performs

any single primitive algorithm in isolation (Chapter 2).

(C3) Methods to estimate the efficacy of source separation algorithms without access to ground truth

separated sources (Chapter 3).

(C4) Methods to bootstrap a learned source separation model from primitive cues without access to

ground truth (Chapter 4).

(C5) A source separation system that embodies these advances to learn directly from audio mixtures

without access to ground truth. This work is foundational to building a lifelong learner that will

not require ground truth and can constantly train itself off and improve directly from new audio

mixtures (Chapter 4).

Methods in this thesis are applicable to machine learning in general. It is well established that deep

learning generalizes well when trained on large data sets consisting of thousands to millions of training

examples that are cleanly annotated with ground truth labels [53]. These annotations are often costly to

acquire. In this thesis, I propose methods for training deep learning models without ground truth. These

methods could be applied to any perceptual domain where deep learning is useful, such as video, images, or

language.

1.4. Related work

Source separation is broadly studied when many microphones are available (e.g beamforming [82, 136,

181]), or when mathematical assumptions about the signals or mixture can be made (e.g. low-rank, sparse,

or statistical properties like non-Gaussian signals) [69, 95]. However, here, we restrict our overview to two

specific types of approaches that are relevant to this dissertation: approaches that are loosely inspired by

observations of human audition and those that are based on machine learning methods. The first category

of approaches are modeled after what famed psychologist Albert Bregman [8] calls primitives - unlearned

responses to auditory scenes that humans have. Again, it is important to note that the algorithms covered

are not cognitive models. They are inspired by phenomena rather than mechanics of human audition or the

exact specifics of human behavior. That is to say, the mechanics of these algorithms are not modeled after

mechanics of human auditory systems but try to capture the same general principles that humans and other

mammals are known to leverage in response to auditory stimuli.
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1.4.1. Primitive-based source separation

Many source separation algorithms are based on primitives - innate grouping principles the human auditory

system uses to parse auditory scenes. Evidence for these primitives playing a role in human perception of

audio is strong [8]. Primitives are unlearned and exist from birth, and have been identified in multiple species

[8]. In this section, we present auditory primitives along with the source separation algorithms that leverage

the same cues inherent in the auditory scene that these primitives use.

1.4.1.1. Amplitude and frequency modulation. One way the human auditory system groups parts of

the auditory scene is via correlations in amplitude and frequency change over time [8, p. 248]. Parts of

the spectrum that exhibit correlated changes in loudness over time are grouped together as a single source.

Similarly, parts of the spectrum are grouped into a source when they have correlated frequency changes.

These two facts together make up the common fate primitive. Common fate refers to the fact that we

group sounds that start, stop, and move together (this principle is at play in the visual system as well [8]).

Since it is highly unlikely that unrelated parts of an auditory scene will behave in parallel with one another

by accident, common fate is a good way to group the auditory scene. The common fate primitive is the

foundation for several source separation algorithms.

Stöter et al. [172] considers the problem of separating musical sources that are overlapped in frequency

(playing the same pitch, but with different modulation patterns). When presented with these mixtures, the

human auditory system is capable of attending to one of the sources despite this frequency overlap by using

common fate - leveraging the fact that the two instruments have different frequency modulation character-

istics. Stöter et al. [172] uses a representation called the common fate model which groups parts of the

spectrum according to frequency modulation characteristics. Separation is then performed using this rep-

resentation to group sources via a parts-based decomposition. The multi-resolution common fate transform

[137, 138] takes this further, creating a four-dimensional representation consisting of time, frequency, scale,

and rate. The last two of these, scale and rate, correspond to features of common fate - modulation speeds

along frequency and time, respectively. Neurons in the auditory cortex of mammals have been discovered

empirically to be highly responsive to distinct scale-rate filters [49, 161], indicating that the auditory cortex

actually derives these higher-order representations.

Wolf et al. [199] also implements common fate source separation using a technique adapted from the

visual domain. In the visual domain, object segmentation is easier in video data than in static image data.
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This is because an assumption can be made about the rigidity of the objects and how they move throughout

the video. By applying an optical flow model, objects in the video can be segregated. Wolf et al. [199] create

an analogous algorithm in audio by considering time-frequency velocity, or common fate.

The perception of singing voice and speech is heavily dependent on amplitude and frequency modulation.

Chowning [20] discovered that when a complex tone - meaning a sine wave at a fundamental frequency

combined additional sine waves with frequency at integer multiples of that fundamental frequency (e.g. 440

Hz, 880 Hz, 1320 Hz, etc.) - is coherently modulated in frequency, the human auditory system perceives it

as a singing voice. This phenomenon is known as frequency micromodulation. It is used to make singing

voice and speech synthesizers more realistic [18, 19]. Modulation-based representations have proven useful

for speech and music processing and have been shown to be used explicitly by the human auditory system

[34]

In Chapter 2, I present an algorithm that leverages the phenomenon of micromodulation for the purposes

of singing voice separation from musical mixtures [158] by leveraging a modulation-based representation for

source separation.

1.4.1.2. Repetition. Repetition has been shown to be an effective cue that humans use to parse the au-

ditory scene. McDermott et al. [116] present the results of experiments that test the ability of humans to

segregate previously unheard sources using only repetition as a primitive. In the experiment, mixtures are

presented to a human participant in which a target source is presented repeatedly over many different dis-

tracting sources. Because the target source remains unchanged and is presented over a variety of distractors,

the participants were able to reliably identify the target source as being in the mixtures. Kaernbach [80] and

Warren et al. [197] show the limits of detection of repeating patterns by presenting listeners with periodic

target sources juxtaposed with uncorrelated noise. The periodic target sources are noisy in nature. The

target source is made longer and longer and the performance of listeners is recorded. Listener performance

significantly degraded once the period exceeded 10-20 seconds, indicating that there is a buffer in the human

auditory system of limited size.

Rafii et al. [141] use the repetition primitive to great effect for the task of machine audio source separation.

In the REPET system, the repeating background model is formed by leveraging the statistical regularities

of the periodic repetition of the target source. First, the periodicity of the target source is calculated by

using the beat spectrum. Then, every iteration of the target source according to the period is layered on top

of each other. Finally, the iterations are fused into a repeating background model by using an element-wise
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median of each time-frequency point in the iterations. The REPET algorithm responds to mixtures such as

the ones used in the study by McDermott et al. [116] in the same way humans do. Rafii et al. [144], Liutkus

et al. [101] and Huang et al. [69] all extend this idea of using statistical regularities of repeating patterns for

source separation.

In Chapter 2, I show how the same modulation-based representation that encoded the frequency micro-

modulation primitive also encodes the repetition primitive. The representation is processed in a different

way such that it leverages repetition for singing voice separation [158].

1.4.1.3. Old plus new heuristic. "Old plus new" is a primitive coined by Bregman [8, p. 222] and refers

to the idea that the order of presentation of auditory events affects how the human auditory system groups

them. In "old plus new", a sound source is first presented to a listener. The listener acclimates to the first

sound source, grouping corresponding parts of the spectrum to it using other primitives. Later in the mixture,

it is joined by a different sound source. "Old plus new" states that the model that the listener builds for the

first source also attempts to model the combination of the first source and the second source. Whatever the

model cannot explain is then considered to be a new source. Alternatively, “look for a continuation of what

went before and then pay attention to what has been added to it” [8, p. 224].

This idea is used extensively by composers, as it will reliably guide a listener’s ears to areas of interest

in the audio (e.g. presentation of a fugue subject in the exposition of a fugue or layering in instruments

in a string quartet). Darwin [24] puts this idea to the test by presenting listeners with mixtures where a

distractor source is presented first and then is later joined by a target source. The distractor consisted of

a single tone at 500 Hz. The target consisted of a phoneme utterance with energy focused around 500 Hz.

Because the tone was presented before the utterance, listeners were able to use the “old plus new” primitive

to perceptually subtract the tone and attend to the phoneme. Winkler et al. [198] cast this primitive in

a predictive coding light by suggesting that auditory objects are represented somehow in memory. These

representations are used to model current auditory events. If the model fails due to the entrance of a new

source that is not included in the model, the “old plus new” heuristic is used to start building a model for

the new source. Though out of scope in this dissertation, I did create an algorithm that implements the “old

plus new” primitive [157].

1.4.1.4. Harmonicity. Harmonicity is an important primitive for grouping parts of the spectrum. Many

natural sounds that are harmonic in nature (e.g. a clarinet playing a note, a piano tone, a singing voice,

a bird call) consist of a fundamental frequency as well as integer multiples of the fundamental frequency,
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called harmonics. These are visible in the top panel of Figure 1.4, which depicts the spectrogram of a piano

chord. The human auditory system groups the fundamental frequency and its harmonics into a single stream

[8, p .83]. This primitive forms the basis for many source separation algorithms. Duan et al. [31] uses the

fact that sources will group together in integer multiples of a fundamental frequency to identify parts of the

spectrum that belong to a single source. Similarly, Salamon et al. [154] estimates the predominant melody

of a mixture by first looking for large peaks corresponding to a harmonic structure in the spectrogram.

Bertin et al. [7] constrain a parts-based decomposition of the spectrogram by optimizing a loss function that

corresponds to the discovery of harmonic sources in the spectrogram. However, harmonicity only explains

how the sounds at a single instant in time are grouped. The grouping of multiple harmonic frames organized

sequentially in time falls to the next primitive.

1.4.1.5. Frequency and temporal proximity. Parts of the spectra that are near each other in both

frequency and time are grouped into a single source. This primitive is "peak streaming", in which time-

frequency points are grouped by minimizing jumps in time and frequency [8, p. 137]. Salamon et al. [154] and

Duan et al. [31] use this in conjunction with harmonicity to separate out sources in a mixture. Virtanen [188]

and Li et al. [98] both implement singing voice separation systems by streaming together vocal contours,

identified through predominant harmonic peaks, according to frequency and temporal proximity.

1.4.1.6. Timbral similarity. Timbral similarity is one primitive that humans use to group sounds emitted

from the same instrument or voice as one source [8, p. 478]. Both Jaiswal et al. [78] and Spiertz et al. [169]

group sources by timbre after performing a parts-based decomposition of the spectrogram. First, a basis

set of recurring spectral templates is found by factorizing the spectrogram into the product of a template

matrix and an activation matrix. The basis set is then clustered, using a machine learning approach (K-

Nearest Neighbor, K-Means, or non-negative matrix factorization), according to timbral characteristics.

These timbral characteristics are encoded by either using low mel-frequency cepstral coefficients2, as in

speech, or some other approach. The clusters are then used to recover the associated sources from the

mixture.

One way to organize the human perception of timbre is along two dimensions - how harmonic a sound

is versus how percussive a sound is [91]. Examples of harmonic sounds are a violin playing a legato tone

(no attack), a police siren, or a singing voice. Examples of percussive sounds are a snare drum being hit,

2Mel-frequency ceptral coefficients, also known as MFCCs, are acoustic features that capture the timbre of a sound. They work
by analyzing the rate of change across the frequencies, or spectrum. This is a “spectrum-of-a-spectrum” approach. The name
“cepstral” comes from reversing the “spec” part of “spectrum”.
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a gunshot, or a clap. Most sounds possess characteristics of both harmonic and percussive sounds. For

example, a cellist that begins their bow stroke with a hard attack and then transitions to a smooth tone

starts off as a percussive sound and transitions to a harmonic sound. Similarly, a singer singing the word

“cash” will start with a percussive sound (the fricative of the “c”), transition to a harmonic sound (“a”) and

finish with a noisy percussive exist [26, 27, 42]. Harmonic/percussive source separation often does not result

in distinct sources, but rather breaks apart a mixture into two sub-mixtures that can be passed along to

downstream tasks. For example, the percussive component can be used for beat tracking in a music mixture

[117], while the harmonic component could be used for melody extraction [154].

1.4.1.7. Direction of arrival. Parts of the spectra that are emitted from the same spatial location are

grouped into a single source. While direction of arrival by itself has been shown to not be enough for reliable

sound segregation by humans [156], it is a helpful primitive for parsing the auditory scene. It can also be

used to ensure that streams are segregated by placing enough spatial distance between the sounds. Direction

of arrival has formed the foundation for many source separation algorithms and is often used in conjunction

with other primitives [128].

Rickard et al. [148] presented DUET, a system for the blind separation of speech by exploiting spatial

information. In DUET, a 2D histogram is first obtained from the stereo mixture. One dimension of the

histogram corresponds to differences in amplitude between the two channels (gain). The other dimension

corresponds to differences in phase between the two channels (delay). Sounds emitted from that the same

spatial location will have a consistent gain and delay. Sounds are then grouped together using the gain-delay

histogram. Time-frequency points that correspond to a peak in the gain-delay histogram are grouped as a

single source and separated from the mixture. Extensions of this method that use Gaussian Mixture Models

on extracted spatial features have been developed for speech separation and music separation [84].

Fitzgerald et al. [44] presents PROJET, another method for exploiting spatial information in auditory

scenes. The key idea in PROJET is to first calculate projections of the mixture along different angles. When

these projections are subtracted from the original mixture, they will cancel out sources that exist in the

original mixtures if the spatial angle of the source in the original mixture is orthogonal to the angle of the

source in the projection. Sources not at the angle of the projection are left intact.
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1.4.2. Learning-based source separation

Learning-based source separation approaches learn constraints about source behavior via a learning algo-

rithm. There are two kinds of training regimes for this approach - those that learn directly from mixtures,

and those that learn from isolated sources - recordings of sounds entirely by themselves with no interfering

sounds.

State-of-the-art in source separation is dominated by learning-based approaches that are trained using

isolated sources. For example, an isolated recording of a voice would have nothing in the background (e.g. no

cars driving by outside, air conditioner units, background music, and so on). The isolated source data is used

to train a model, which can consist of neural network trained via back-propagation [68], non-negative matrix

factorization [21, 22, 60, 94, 96, 109, 125, 155, 163, 188, 189] or probabilistic latent component analysis [6,

10, 12, 29, 86, 121, 145, 167] trained using expectation-maximization update rules. The trained model can

then be used to separate out the target source from mixtures later on.

All of these systems mentioned in the previous paragraph must have isolated source data for training.

These isolated sources must then exist in the mixtures that the model is applied to. For example, one can

train a model using non-negative matrix factorization on a set of recordings of whistling. The model would

learn the various properties of a whistle - namely, the spectral characteristics (timbre, pitch range, overtone

characteristics). Then given the trained whistle separator model, it can be applied to a mixture that contains

a whistling sound. The model will then extract the whistling sound. Models trained in this way are very

specific to the type of source they were trained on. A whistle separator will only be able to separate whistles,

and even not all whistles, at that. A whistle separator trained on one whistle may not be able to separate a

higher or lower pitched whistle. These models fail when the training data and testing data differ, sometimes

even slightly. An example of this is shown in Figure 1.9 and discussed in Section 1.5.

In a parts-based decomposition approach, generally two sets of latent variables are learned: a basis

set and an activation set. The basis set consists of recurring frequency patterns that are in the scene.

These could be things like the timbre of repeating notes, drum hits, etc. The activation set indicates when

different patterns in the basis set are active in the mixture. Techniques like non-negative matrix factorization,

probabilistic latent component analysis, and deep auto-encoders [55, 85, 122, 176] find basis sets of "parts"

directly from the audio mixture. By enforcing certain constraints on the two sets (e.g. sparsity), these

approaches can discover distinct components of sources in the mixture without direct supervision. However,
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Figure 1.5. Non-negative matrix factorization (NMF) applied to a mixture of two marimbas
playing simultaneously. The two marimbas have different timbres. One is played with a soft
mallet, resulting in a more harmonic tone, while the other uses a hard mallet, resulting in a
more percussive tone. Applying NMF to the mixture and clustering the basis set by timbre
recovers the two sources successfully.

the grouping of components in the basis set is left to external methods (e.g. clustering by timbre [60, 78],

user-guidance [9, 10, 165], or external information [30, 41]).

This approach works well when the elements in an auditory scene have different characteristics and are

repetitive in nature. The inherent assumption that factorization methods make is that there is something

in the scene that can be represented by a single pattern that is activated multiple times over the course of

a mixture. For example, a snare drum is played in a similar way multiple times in a musical mixture. A

parts-based decomposition would represent the snare hit with a single pattern, and track its activation over

the course of the mixture.

In Figure 1.5, I show a mixture of two marimbas playing simultaneously, but with different timbres. One

marimba is played with a hard mallet while the other is played with a soft mallet. The hard mallet results

in sounds that are very percussive, represented as vertical lines in the mixture spectrogram. The soft mallet

results in harmonic sounds, represented as the horizontal lines in the mixture spectrogram. A parts-based

decomposition, here using NMF, is applied to the mixture. Then the basis set is clustered using timbre [78],

recovering the two sources.

The assumption made here can be easily violated, causing the parts-based decomposition to fail. In

Figure 1.6, I show a similar marimba mixture. However, in this mixture, the two sources have the same

characteristics. Because of this, a parts-based decomposition fails to separate the sources. It instead discovers

the “attack” and the “sustain” of each note. As can be seen clearly in the right-most spectrogram (NMF

Source 2), the two sources are mixed still, resulting in a failed separation. One reason for this is that the

optimization criterion of a parts-based decomposition approach is simply to reconstruct the mixture, not
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Figure 1.6. Non-negative matrix factorization (NMF) applied to a different mixture of two
marimbas playing simultaneously. The two marimbas have the same timbre, but are sep-
arated in pitch. NMF fails to separate the two marimbas. The first source it discovers
is merely the “attack” (the percussive start of each note), while the other source is the
“sustain” (the harmonic horizontal component of each note). The two sources have similar
characteristics, causing the parts-based decomposition approach to fail.

separate it. The under-determined nature of the source separation problem makes this approach unreliable

in the general case.

Recent state-of-the-art learning-based source separation methods use supervised learning of deep neural

networks. The way to train these networks is to construct them such that they takes the mixture as input

and output a decomposition of that mixture into sources directly. These models require a mixture and

a ground truth decomposition of that mixture for training. Because the ground truth decomposition is

explicitly defined in the training process (unlike the parts-based decomposition), this approach can learn

to separate sounds more effectively, even if they have similar timbre (e.g. separating two speakers talking

simultaneously in a mixture [65]).

Supervised models are usually neural networks that are trained via the back-propagation algorithm [68].

Huang et al. [71] and Huang et al. [70] present such a system for separating singing voice from accompaniment.

Uhlich et al. [179] presents a system in which many sources are separated from mixture using a multichannel

deep neural network. Due to its success in other domains, deep learning has been broadly applied to source

separation in recent years [16, 38, 39, 50, 70, 92, 106, 107, 123, 150, 159, 171, 182, 193, 207].

Hershey et al. [66] presented deep clustering, in which the ideal grouping of time-frequency points in

the mixture spectrogram is used to train a neural network that maps time-frequency points in the mixture

spectrogram to an embedding space that is learned by the network and used to solve the source separation

problem. In this embedding space, every time-frequency point is represented by a D-dimensional point.

Points in the embedding space that are near each other should belong to the same source. The loss function
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used to train the system enforces this. As training progresses, the system increasingly represents time-

frequency points in an embedding space where points from one source occupy a different region than points

from another source. Sources can be recovered from a good embedding space by applying a simple clustering

technique (e.g. Gaussian Mixture Models). Points belonging to the same cluster are presumed to belong

to the same source. Once a deep clustering network is trained from ground truth, sources can be recovered

from a mixture by feeding the mixture spectrogram to the deep clustering model and using the clusters it

outputs to build time-frequency masks. Luo et al. [105] expands on this work by simultaneously predicting

the clusters as well as the target sources. Deep clustering is covered further in Section 1.6.3.1.

1.4.3. Combining primitives and learning

There has been some work in connecting in primitive and learning-based source separation approaches. In

this section, we present past approaches that leverage aspects of both. McVicar et al. [118] presents a system

in which conditional random fields are used as an agreement mechanism to combine the output of multiple

singing voice separation algorithms. Some of these algorithms are primitive (such as REPET) and some

are learning-based (such as the system by Huang et al. [70]). The output of each is fed into a conditional

random field that is trained using the ideal binary mask. At testing, each algorithm is run and the output

of the conditional random field is used to separate the audio. This system requires ground truth for training

the conditional random field, unlike the work in this thesis. Driedger et al. [26] presents a system which

uses multiple primitives by cascading primitive-based source separation algorithms on the mixture. The

output of the last layer of separated sources are then combined to form singing voice and accompaniment

estimates. However, this system failed to significantly out-perform any of the primitive source separation

algorithms that went into the system. In Chapter 2, I present a separation algorithm that combines multiple

primitive-based algorithms in such a way that it out-performs any of the primitive algorithms in isolation.

Kim [83] creates a system for speech enhancement in which a high-level learning-based model chooses

from multiple simpler models for speech enhancement. Each of the simpler models corresponds to a straight-

forward speech enhancement method (e.g. removing a high frequency tone, removing repetitive street noise).

The learning-based model is a deep autoencoder that is trained on many samples of clean speech. In the

final system, the output of the simple models are input to the autoencoder. The system then selects the

model that results in the least reconstruction error according to the autoencoder. The autoencoder part of
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this system is trained using ground truth clean speech. The proposed work for this thesis will not require

ground truth at any stage to learn models and perform source separation.

Both Ozerov et al. [128] and Liutkus et al. [101] present general frameworks for source separation where

multiple primitive-based constraints can be placed on a parts-based decomposition of an audio scene. Ozerov

et al. [128] allows for constraints to be encoded in a parts-based decomposition of the spectrogram via the loss

function. These constraints can include spatial correspondence, harmonicity, temporal smoothness, etc. The

specific constraints used are hand-crafted by the user of the system. The constraints must be specified for each

source. For example, if the goal is vocal separation, one can specify temporal smoothness and harmonicity

constraints. The parts-based decomposition (often non-negative matrix factorization) is then applied to the

mixture. There can also be knowledge-based constraints, such as musical score information or source models

derived through a learning algorithm. Liutkus et al. [101] allows for constraints to be encoded in the form

of kernels, which group time-frequency points in the spectrogram according to a similarity function. These

kernels can encode repetition, spectro-temporal characteristics [42, 204]. The general approach of specifying

which constraints will apply for which source is not ideal as hand specifying constraints for every possible

source is not feasible and must be determined by an educated end-user of the system. My system leverages

general principles drawn from study of the human auditory system that do not need to be hand-balanced.

1.5. Limitations of existing work

Both primitives and learning based approaches have many failure modes. Any of the primitives mentioned

in Section 1.4.1 produce good results when the assumption they make about the auditory scene is valid.

Any of the learning-based approaches can produce good results if the content or structure of the auditory

scene is sufficiently similar to the conditions of the training mixtures used to build the model. When

these assumptions are invalid, both primitives and learned models can fail. These approaches are brittle,

susceptible to characteristics of the auditory scene that they are applied to. An example of this is shown

in Figure 1.7, where different primitive-based separation algorithms are run on different types of mixtures.

When the assumptions made by the algorithm are valid, they work well, as shown in the first column.

However, when the assumptions are invalid, the algorithm fails to recover the target sound, as shown in the

second column. In the third column of Figure 1.7, we see that an algorithm based on direction-of-arrival

worked where a repetition-based algorithm failed.
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Figure 1.7. Output of primitive separation algorithms on different kinds of mixtures. In
the top row, the constituent sources are shown. The goal is to extract the target sound,
shown in the top right. When the target is mixed with repeating interference (first column),
a repetition-based algorithm [141] works. When the target is mixed with non-repetitive
interference (second column), the algorithm fails. Finally, a direction-of-arrival-based algo-
rithm [147] (third column) works on the same non-repetitive mixture, as the two sources
are spatially separated in the auditory scene.

Learning-based approaches are also highly dependent on characteristics of the mixtures that they were

trained on. In Figure 1.9, I show the output of a deep learning model on different kinds of mixtures. The

deep learning model is one trained using deep clustering [195] and achieves a state-of-the-art score for deep

clustering on speech mixtures. This model is highly effective at separating mixtures of unknown speakers

(the methodology behind deep clustering models is described in more detail in Section 1.6.3.1). The model

is trained using mixtures of speech where the ground truth sources that went into the mixtures is known.

Because it is trained on speech mixtures, it is highly effective at separating speaker mixtures, as can be

seen in the first column of Figure 1.9 (the speech + speech column). Compare the recovered sources in the

lower two rows in the first column to the ground truth sources in the top row of the figure. However, when
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Figure 1.8. An anechoic chamber - the only place in the world where sounds have no echo
and are closest to being heard in complete isolation.

presented with mixtures of a sort that it was not trained on, the deep clustering model fails completely.

On the speech/whistle mixture and the speech/clap mixtures, the associated recovered sources (bottom two

rows, right two columns) do not match the associated ground truth sources in the top row. The model was

not taught using mixtures of whistling and clapping or whistling and speech. The nature of the learning

algorithm is such that it cannot generalize to mixtures that contain different kinds of sources.

All state-of-the-art learning-based approaches leverage ground truth isolated sources to build training

examples that are artificial mixtures made from those isolated sources to learn source separation models.

Isolated sources are recordings of sounds entirely by themselves with no interfering sounds (cars driving by

outside, air conditioner units, and so on). While we have isolated recordings for certain sound classes, like

speech (made using resources like the chamber shown in Figure 1.8), we do not have a large set of isolated

recordings for every possible sound class in the real world. Learning models then becomes very difficult for

these under-represented sound classes. However, we can easily obtain recordings of many sounds “in the

wild”, but not always in isolation. For example, learning music separation models requires “stems” - isolated

recordings of each instrument in a piece of music (e.g. the drums, bass, guitar, vocals, etc). Stems are often

only available to a limited number of people - usually the recording engineer, the artists, the label, etc. Very

rarely are stems made available to source separation researchers.

Stem datasets for the purposes of training music source separation models are usually at most 50 hours in

length. For comparison, the amount of data required to train a state-of-the-art speech recognition system is
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in the thousands of hours (at least for the only large-scale freely available dataset - Mozilla Voice3). Industry

leaders likely have access to far more data for training. No such dataset exists for audio source separation.

Further, the stem datasets that do exist are genre-limited (e.g. mostly rock and pop) and are designed for

the separation of certain instruments (e.g. bass, drums, and vocals in a band, not violin I and II, viola and

cello in a string quartet). However, the amount of publicly available (and purchasable) music recordings

that exist in the world is orders of magnitude larger (over 50 million unique tracks on Spotify4). It would

be desirable to have methods that learn directly from mixtures, as we could leverage a resource that is easy

to access (recordings available on YouTube, Spotify, and so on). Further, these recordings capture a much

wider range of recording environments, mixing conditions, source behaviors and source types that we could

not account for in an artificial mixing environment as is currently used by learning-based source separation

models.

This dissertation bridges the gap between learning-based and primitive-based source separation ap-

proaches such that the combination of the two mitigates the failures of either approach in isolation.

1.6. Approach

My approach to audio source separation bootstraps learning-based computer audition directly from

mixtures using primitive source separation algorithms. My approach has four major steps:

(1) Primitive source separation algorithms are applied to a mixture to obtain estimates of

how each time-frequency point is assigned. The primitives I consider in this work are: repeti-

tion [116, 141], direction of arrival [84, 156], time-frequency proximity [8, 154], harmonic/percussive

timbre [8, 42] and frequency micro-modulation [8, 158]. The primitives can be either used by them-

selves (e.g. direction of arrival only) or ensembled via a method I introduce in Chapter 2 called

primitive clustering.

(2) The system estimates confidence in each primitive’s assignment of time-frequency

points to each source, and confidence in the the combination of the primitives. This

is done using unsupervised quality assessment that does not depend on knowing ground-truth

separated sources.

(3) A deep learning model is trained using the confidence-weighted output of the primitive

separation algorithm(s). The deep learning approach we select is deep clustering [65].

3https://voice.mozilla.org/en
4https://newsroom.spotify.com/company-info/
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Figure 1.9. Output of a deep model on different mixtures. The model here is state-of-the-art
and is trained to separate speech mixtures [195]. In the top row are the ground truth sources
used to create the mixtures in the second row. They are recordings of speech, whistling, and
clapping. On the speech + speech recording, the deep model performs well (first column),
as it was trained for this task. However, on the other two mixtures, it fails to separate
the scene into coherent sources, mixing up the whistle and speech (second column) and the
whistle and clapping (third column).

(4) Finally, the deep learning model is applied to separate new mixtures, either indepen-

dently of the primitives, or in an ensemble with them. The resulting learned model is often

able to separate sources in situations where the primitives it learned from fail (Chapter 4).

To illustrate the approach, I will use a simple example throughout the remainder of this section. The

mixture for the example is depicted in Figure 1.10. The setup is as follows: in the first part of the mixture

(Situation 1), there is a drum and a whistle sounding simultaneously. Both sound sources are coming from
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Whistling while drums are being played, both on the left Whistling on the left with someone talking on right

Target (whistling)

MixtureTransition 
between 
situations

Situation 1

Time

Situation 2

Figure 1.10. An auditory scene (second panel from top) consisting of whistling, drums and
speech sounds. In the first part of the mixture, there is whistling simultaneous from drums,
both spatially located to the left. In the second part, the whistling continues on the left
while someone starts talking on the right. The top panel is a spectrogram of the whistling
in isolation. The goal is to separate the whistle from the rest of the mixture.

the left. Halfway through the mixture, the drum ceases but someone starts talking (Situation 2). The speech

is coming from the right, while the whistling continues on the left.

1.6.1. Separating via primitives

The first step is to separate the auditory scene using primitive source separation methods. The primitive

source separation algorithms used in this work (which I have made available for use through the open-source

library “nussl” [111]) are:

(1) Repeating background extraction - non-repeating elements are separated from repeating elements

automatically [116]. Most often used to extract vocals from accompaniment in music. The REPET

family of algorithms (including the original REPET, REPET-SIM, and Adaptive REPET) [141,

143] encode this primitive, as does an approach I present in Chapter 2 which leverages a modulation-

based representation [158].
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(2) Direction of arrival - elements of an auditory scene coming from different directions are considered

separate sources by the humans [156]. This primitive is encoded in spatial clustering algorithms,

which extract spatial features from every time-frequency point in a stereo spectrogram (e.g. inter-

aural time of arrival and level differences). A clustering algorithm is then applied to spatial features

to recover sources coming from different directions [84, 147]. In this work, we extract inter-aural

phase and amplitude difference and apply a clustering algorithm to this feature space [120].

(3) Frequency micromodulation and common fate. Common fate states that elements of an auditory

scene that are moving together (e.g. rising chirps versus falling chirps) are automatically grouped

together by the auditory system [8, p. 248]. Frequency micromodulation states that elements of an

auditory scene that are modulating in frequency are automatically grouped apart from elements

that are not modulating. I implemented the 2DFT source separation algorithm, which encodes these

primitives for the purposes of separating vocals from accompaniment using a 2D spectro-temporal

modulation analysis of the spectrogram.

(4) Proximity in time and frequency - elements of an auditory scene that are close in pitch and time

are grouped together by the human auditory system [8, p. 143]. Melodia [154] is one algorithm

that is based on this and is used in this dissertation to separate singing vocals from background

accompaniment.

(5) Harmonic/percussive separation - harmonic sounds are grouped apart from percussive sounds due to

their difference in timbre by the human auditory system. Fitzgerald [42] implements this primitive.

To get intuition about the approach, let’s pick one of these primitives and apply it to the mixture

presented in Figure 1.10. A separation algorithm based on direction of arrival works as follows: given a

stereo mixture (two channels), calculate two measures for every time-frequency bin in the left channel5:

the inter-phase difference (IPD), and the inter-level difference (ILD). If a sound is coming from a specific

location, it will result in a peak in the IPD-ILD feature space, as it will be louder in one channel than the

other (ILD) and will arrive earlier in one channel than the other (IPD). If sounds are coming from multiple

locations, you will observe multiple peaks in the IPD-ILD feature space. Separation of sounds then becomes a

clustering problem in this feature space, which here has two dimensions. We can apply a clustering algorithm

like K-Means to the IPD/ILD feature space. The cluster assignments are for each time-frequency bin and

5The features could be calculated for the right channel instead, but they would just be symmetric with respect to the left
channel, so the left channel is chosen by convention.
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Separation via direction of arrival

MixtureTransition 
between 
situations

Primitive fails:  sounds only coming from one location Primitive succeeds: sounds coming from two locations
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Intensity of sounds from 
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Figure 1.11. Separating the audio mixture using direction of arrival. The top panel shows
the output of the algorithm. The second panel shows the mixture. The third row contains
a visualization of the spatial features. In the first part of the mixture, the algorithm fails as
sounds are coming from only one location. In the second part, the algorithm succeeds.

can then be used as time-frequency masks on the stereo mixture. The number of sources extracted from the

mixture is the same as the number of clusters used in K-Means.

In Figure 1.11, we apply this approach to attempt to separate out the whistle from the interfering sounds

(drums and speech) in the mixture. In the first part of the mixture, where the sounds are coming from the

same location, direction of arrival fails to separate the mixture. The top panel of the figure shows that the

drums and the whistle are mixed in the separation, as they are coming from the same place in the scene.

A visualization in Figure 1.11 of the IPD/ILD features that are being used to separate the scene shows a

single peak. However, in the second part of the mixture, direction of arrival has great success in separating

the mixture, as the speech and whistle sounds are coming from multiple directions. In the visualization in

Figure 1.11 of the IPD/ILD features, we see two peaks. One peak corresponds to the sounds coming from
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the whistle while the other is from the speech. By clustering in the space, the direction of arrival algorithm

is able to separate the auditory scene.

While the direction of arrival algorithm is able to isolate the whistle in the second situation, it has failed

in the first. However, other primitive separation algorithms may work in the first situation. In Figure 1.12, I

show the output of other primitives on the mixture. Where direction of arrival confused the drums and the

whistle, the other primitives - frequency micro-modulation [158] and time and pitch proximity [154] - have

succeeded. Both of the spectrograms depicted are clear. However, in the second situation, the common fate

primitive fails to isolate the speech from the whistle as both are sources that exhibit frequency modulation.

The time and pitch proximity fails during the transition between the first situation and the second situation

due to the time-frequency overlap between the speech and the whistle. Each primitive in isolation has made

a mistake on some part of the mixture. The combination of the primitives, shown in the fourth row of

Figure 1.12, succeeds in isolating the whistle from the entire recording. The combination is done here via a

“winner-take-all” method where each time-frequency point is labeled using a majority vote between the three

primitives. Where primitives fail in isolation, ensembles of primitives can succeed. I show three primitives

in this example but more can be incorporated into the approach. I describe this ensemble approach in detail

in Chapter 2.

1.6.2. Establishing confidence

The second step of my approach is to establish confidence in the time-frequency assignments produced by the

primitives. In Chapter 3, I introduce a confidence measure that is based on cluster analysis. Specifically, the

confidence measure works for any separation algorithm that is based on clustering, of which there are many.

In clustering-based separation algorithms, each time-frequency point in a spectrogram is represented by a

feature vector. The features might be direction-of-arrival, harmonicity, or learned features. A clustering

algorithm such as K-Means is then applied to the feature space resulting in cluster assignments for each

time-frequency point. The assignments are then used as a time-frequency mask on the mixture spectrogram

that will be used to recover the individual sound sources. The direction of arrival primitive is one such

clustering-based algorithm.

The confidence measure works by analyzing the feature space that is used for clustering and separating

sources. In Figure 1.11, I applied the direction of arrival primitive to the mixture. The failure in the first

half is because sounds are coming from the same direction rather than multiple directions. The visualization
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Whistling while drums are being played, both on the left Whistling on the left with someone talking on right

Primitive: time and pitch proximity

Mixture Transition 
between 
situations

Primitive: direction of arrival

Target (whistling)

Ensemble of primitives

Missing 
whistle

Mixes up drums and whistle

Primitive: micromodulation

Mixes up speech and whistle

Time

Figure 1.12. Output of primitive separation algorithms on the mixture. Each primitive has
made a mistake on some part of the mixture, but the combination of the primitives (4th
row) has succeeded in isolating the whistle over the course of the entire mixture, despite the
conditions of the mixture changing.

of the features used for clustering show exactly one peak in the first situation and two peaks in the second

situation. However, there are two sources in the scene (whistling and speech). This gives rise to our first

confidence measure: the “clusterability” of the feature space used in the algorithm. In the first situation,

there is only one cluster. Thus, the direction of arrival algorithm fails to separate the auditory scene at all.

However, in the second situation, there are two natural well-separated clusters in the feature space, leading

to separation into coherent sources (whistle vs speech). In Chapter 3, I describe a method that can capture

the difference between these feature spaces automatically.
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Input mixture

Time-frequency  
representation

Deep embedding Separated sourcesCluster embeddings

Figure 1.13. Deep clustering is a supervised deep source separation method that takes in an
audio representation, maps every point in the representation to an embedding space, and
then clusters the points in that embedding space. The cluster assignments are then used to
mask the representation and produce separated sources.

1.6.3. Bootstrapping a deep model

The third step of my approach is to bootstrap a deep learning model from the output of primitives, rather

than ground truth. Before I show how to apply my bootstrapping technique to the mixture in Figure 1.10,

I first describe the learning algorithm used throughout this work - deep clustering.

1.6.3.1. Deep clustering. Deep clustering [66] is a deep neural network approach to source separation

where the input to the neural network is a representation of the mixture audio (a time-frequency repre-

sentation). It has achieved state-of-the-art results on many source separation tasks, such as singing voice

separation [105] and speech separation [66, 75, 104]. The output of the deep clustering network, unlike other

learning-based source separation methods [70, 71, 179], is not the source itself but rather an embedding

space. It maps every point in the representation of the audio signal (e.g. every time-frequency point in the

spectrogram) to a D-dimensional space. The key idea is to map each point into the embedding such that

the points that belong to the same source are near each other in the embedding and points that belong to

different sources are far away from each other in the embedding. The model is then trained with a loss

function that encourages such an embedding. The details of deep clustering, most of which involve the

construction of the loss function, now follow.

First, consider a matrix X which has dimensions T by F . In our case X contains the values of a

magnitude spectrogram, like the one in Figure 1.4. F is the number of frequencies in the spectrogram, and

T is the number of time frames. In all, X contains T ⇤ F points. Each of these T ⇤ F points is assigned to a

single source (hard masking - like in Figure 1.3). We can encode all of these assignments by using a matrix

Y where every row is a “one-hot” vector. Y has dimensions (T ⇤F ) by N , where N is the number of sources
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in the mixture. For example, if the first point in X belongs to source i, then the first row of Y would be a

vector with a 1 at the ith index and 0s everywhere else.

Now, the idea is to learn whether two points in our spectrogram X belong to the same source or different

sources, rather than learn directly which source a point in X belongs to. This can be encoded by using the

ideal affinity matrix A , which is constructed via A = Y Y
T , which has dimensions (T ⇤ F ) by (T ⇤ F ). If

two points a and b in X belong to the same source, then A(a, b) = 1, and if they don’t then A(a, b) = 0.

Deep clustering aims to learn an embedding function which, if handed a spectrogram of dimensions

T ⇤ F , will return a representation of size T ⇤ F by D, where D is the dimension of the embedding space. If

X is the spectrogram, let V the D dimensional embedding of X. D can be set arbitrarily but is often set

to some number between 10 and 60, depending on how complicated the system builder anticipates it will

be to separate two sources. The aim is that the if two time-frequency points a and b in X belong to the

same source, then their representations in the embedding space should put them close to each other. The

similarity between two time-frequency points can be measured by taking an inner product between their

embeddings.

Intuitively, we take every pair of time-frequency points and turn them into D dimensional embeddings.

If two points belong to the same source, the dot product of the embedding of the two points should be high

(they are near each other in the embedding space). If they belong to different sources, the dot product

should be low ( they are in different parts of the embedding space). The dot product between all pairs can

be encoded by building an estimated affinity matrix Â, which is constructed via Â = V V
T . The value at

each point in the estimated affinity matrix Â contains the dot product of a pair of time-frequency points. We

want the estimated affinity matrix Â to be close to the ideal affinity matrix A, since this would mean that

points belonging to the same source are very close in the embedding space and points belonging to different

sources are in different parts of the embedding space.

Initially, the deep network produces random embeddings. To learn an embedding useful for source

separation, one must train it using the cost function C(✓) for deep clustering. C(✓) is, with F indicating the

Frobenius norm and ✓ indicating the parameters of model (e.g. weights of a neural network):

C(✓) = |Â�A|2F(1.1)

= |V V
T � Y Y

T |2F(1.2)
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Once a deep clustering network is trained, the sources are recovered by clustering the embedding space,

using a clustering algorithm (e.g. K-Means). A depiction of this process can be seen in Figure 1.13.

A time-frequency representation is very large, usually considering hundreds of frequencies across hun-

dreds of time frames. This can easily be on the order of a million points, making both V V
T and Y Y

T on

the order of one million by one million which is much too large for optimization. By using the trace trick

and some other handy tricks [135], we can reformulate the deep clustering loss as

(1.3) LDC = ||V T
V ||F2 � 2||V T

Y ||F2 + ||Y T
Y ||F2

This formulation is far more tractable with matrix sizes of DxD, DxN and NxN , respectively for each

term in the reformulated loss function.

The architecture of the neural network that produces the embedding can vary. Recent implementations

of deep clustering [66] [105] have used an architecture with layers consisting of bidirectional long short-term

memory units (LSTMs). This architecture will use the temporal context (both forward and backward in

time) of each time-frequency point to produce the embedding. Other architectures, such as convolutional

architectures, and other recurrent architectures, have also been investigated [119] for deep clustering. The

focus of this work is not to investigate new architectures, but rather to find new ways to train existing

architectures without ground truth.

Existing deep clustering work uses ground truth sources to construct the ideal affinity matrix required for

training. This means the system builder must acquire a collection of sound sources recorded in isolation and

then artificially mixed together. Having artificial mixtures allows one to know exactly which time-frequency

points in the mixture correspond to source A and which correspond to source B. This allows the construction

of the true affinity matrix, A, upon which this entire learning procedure depends. This also greatly limits

the kind and amount of training data that can be used, since it requires training from artificial mixtures

built in the studio from recordings of isolated sound sources.

1.6.3.2. Learning without ground truth. My approach does not require learning from artificial mixtures

created by the system developer. Instead, an audio mixture time-series x, with an associated magnitude

spectrogram representation X, is first decomposed using a primitive-based algorithm P, as depicted in

Figure 1.12. P(x) is a decomposition of x into constituent sources [x0, x1, ..., xNP ] with associated magnitude



54
spectrogram representations [X0, X1, ..., XNP ] where NP is the number of constituent sources produced by

the primitive P.

Recall that a time-frequency point is the energy of the sound mixture at a particular time and frequency.

This maps onto a luminance value of a pixel in the image of the magnitude spectrogram of the sound. Given

a time-frequency point X(t, f), and the magnitude spectrogram representations of constituent sources in the

audio mixture according to a primitive P [X0, X1, ..., XNp ], we decide which sound source the point belongs

to with the following formula:

argmaxt,f ([X0(t, f), X1(t, f), ..., XNP(t, f)])

It is important to note that this is according to a source separation algorithm based off a primitive

cue known to be used in human audition and not according to ground truth that results from building an

artificial mixture from isolated sound sources. Each time-frequency point is exclusively assigned to a single

source in a mixture according to each primitive. This produces an assignment for each time-frequency point

in the representation according to that primitive. Using this information, we can construct the primitive

affinity matrix AP. Whereas before, the deep clustering loss function was computed between the estimated

affinity matrix Â and the ideal affinity matrix A, we now train with the Â and the primitive affinity matrix

AP. We thus optimize:

C(✓) = |Â�AP|2F(1.4)

= |V V
T � YPY

T
P |2F(1.5)

where YP corresponds to the one-hot encoding of which source the primitive estimated a point belongs

to for every point in the representation. I refer to this method of learning as bootstrapping, where a deep

clustering is learned without ground truth but rather bootstrapped off the output of primitives. The training

labels are a function of the primitives used to separate the mixture and both single primitive and multiple

primitive cases are considered. The training methodology is depicted in Figure 1.14.

The key idea to bootstrapping is to incorporate the notion of confidence in the labels given by the

primitives. The more confident we are in a set of time-frequency labels provided by a primitive, the more

we want to train the deep clustering network off of those labels. We adapt a version of the original deep
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Ensemble of primitives is used as “ground truth” for training

Mixture is input to a deep model

One training input/output pair for bootstrapping

Whistling while drums are being played, both on the left Whistling on the left with someone talking on right

Figure 1.14. Bootstrapping a deep model from primitives. Instead of being trained with
ground truth, the model is learned from the output of primitive source separation algorithms.

clustering objective [65] that was modified to include a weight wi for each time-frequency point i = (t, f)

[195]:

LDC,W (V, Y ) = kW 1/2(V V
T � Y Y

T )W 1/2k2F(1.6)

=
X

i,j

wiwj [hvi, vji � hyi, yji]2,(1.7)

where W is a diagonal matrix with the weights w on the diagonal. wi is the weight for a time-frequency

point. In prior work [195], the weights corresponds to loudness of the ith time-frequency point, forcing the

network to focus on learning embeddings for louder time-frequency points during training. In this work, I

introduce confidence weighting into the training process for deep clustering, where each point is labeled by

our confidence in the label provided by the primitives. I use the confidence weights to guide the training

process, making the network focus on points whose labels are more likely to be correct while down-weighting

the importance of labels that are likely to be incorrect.

1.6.3.3. Example. In Figure 1.14, I show how the bootstrapping process works for the mixture shown

in Figure 1.10. An ensemble of primitives is applied to the mixture generating “ground truth”. In this

example, I use the clustering-based confidence measure to mediate the training process. For this example,

this confidence measure reduces to tracking how much agreement there is for the label of each time-frequency

point between the three primitives. Since there are only 3 primitives, and each primitive makes a binary

decision, the confidence measure can take two values: 1.0 (everyone agrees) or 2
3 (one primitive disagrees

with the other two). This means that in the loss function in Equation 1.6, time-frequency points where all
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Whistling while drums are being played, both on the left Whistling and singing on left, talking on right

Situation 1 Situation 2

New target (whistling)

New mixtureTransition 
between 
situations

Ensemble of primitives
Mixes up singing 

and whistling

Time

Figure 1.15. An auditory scene consisting of whistling, drums, speech, and singing sounds.
The first part of the mixture is similar to the setup in the first part of the mixture in Figure
1.10. However, in the second part of the mixture, someone starts singing from the same
location as the whistling, causing all of the primitives to fail. As a result, the ensemble of
primitives (the top panel) fails to isolate the whistling sound.

primitives agree are worth 1.5x that of points where one primitive disagrees with the other two. This is a

tunable ratio that we explore in this work. It can be tuned by raising the confidence measure to some power

↵ prior to incorporating it into the loss. At an extreme setting of ↵ = 10, points where all the primitives

agree are worth 57x that of points with disagreement in the loss function. I train the deep learning model

using the confidence-mediated loss function so that it focuses its learning on time-frequency points that are

likely to be correct (the primitives tend to agree on their assignment to a particular source).

1.6.4. Applying the model to new mixtures

Once the deep model is learned it can be applied on mixtures where the primitives it was trained from may

fail. Figure 1.15 shows one such mixture. This mixture is similar to the one in Figure 1.10, with a few

notable differences - the target whistle has changed - it is a different recording of whistling. The second

situation is now different - simultaneously with the speech from the right and the whistling on the left is

someone singing. The singing is coming from the same location as the whistling. This causes the direction
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Ensemble of primitives

Whistling while drums are being played, both on the left Whistling and singing on left, talking on right

New mixtureTransition 
between 
situations

Output of bootstrapped deep model

TargetNew target (whistling)

Time

Succeeds where 
primitives fail

Figure 1.16. The output of the bootstrapped deep learning model on the new mixture.
Unlike the ensemble of primitives that it was trained from, it is able to isolate the whistle
in the second situation where the primitives have failed.

of arrival primitive to fail (as the locations of two sources are the same). The time and pitch proximity cue

and the frequency micro-modulation cue also fail, as they both group the singing and the whistle together.

Therefore, the ensemble of primitives, depicted in the top row of Figure 1.15, fails to isolate the whistle in

the second situation.

The deep model can be applied to this mixture instead of the primitives, as shown in Figure 1.16. The

model exhibits different behavior than the primitives it was trained from. In this case, it has learned to

extract new whistle sounds from new mixtures, even in situations where the primitives cannot do this. The

model depicted here was bootstrapped from a single training pair - the one depicted in Figure 1.14. This

is unlike traditional deep learning approaches which require tens of thousands of mixtures with associated

ground truth sources. In this specific case, it’d be arduous to obtain thousands of recordings of isolated

whistles just to create a “WhistleNet”. Instead, one could just download a set of recordings of whistling in

any context (e.g. search “whistling” on YouTube and download a bunch of videos). Unfortunately, most

of these recordings will not be people whistling in anechoic rooms for the purposes of training a separation

algorithm. They will be people whistling over songs, in places with interfering sounds, and so on. The
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bootstrapping process I’ve described could be applied to train a WhistleNet. The same process could be

applied for any sound for which recordings of any kind are available, circumventing the need for ground truth

in the training process.

1.6.5. Summary of approach

To summarize: my approach for training a deep computer audition model without ground truth is as follows.

I first apply primitive audio source separation algorithms to an auditory scene. These algorithms are inspired

by human audition, such as our tendencies to group sources by spatial location, repeating vs not repeating,

common fate, pitch and time proximity, and so on [8, 114, 116, 156, 160, 161]. Then, I establish the

confidence I have in the labels produced by the primitives. The goal is to focus the learning process for

the deep network on time-frequency points whose labels are more likely to be correct. Finally, we train a

network using the labels produced by the primitive audio source separation algorithms in conjunction with

a modified deep clustering loss function that incorporates the concept of confidence weights. This training

methodology makes the network focus on points that we are more confident in. The trained network can

then be applied in situations where primitives fail. The result is a source separation model that can learn to

segment the auditory scene without ground truth by bootstrapping its understanding of the auditory world

using primitive unsupervised audio source separation algorithms.
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CHAPTER 2

Primitive source separation

In this chapter, I present my work on primitive source separation algorithms1. These algorithms are

designed to separate sources from auditory scenes in an unsupervised fashion by leveraging assumptions

about the auditory scene. For example, sources may be spatially separated, or exhibiting certain types of

behavior (e.g. repeating vs not repeating) in an auditory scene. An algorithm can exploit this information

to separate the sources. These assumptions are often based on observations of human audition. It has been

found empirically, for example, that separation based on repetition is inherent to human audition [116]. This

same assumption has been used as the basis for several source separation algorithms [101, 140, 141, 144]. In

this chapter, I describe two contributions I have made to this branch of source separation:

(1) A source separation algorithm based on a modulation-based representation that can be used for

separation by frequency micromodulation or repetition.

(2) A method to combine multiple primitive source separation algorithms in a way that out-performs

any single primitive algorithm in isolation.

Before describing my original contributions, I now give an overview of another already existing primitive

source separation algorithm that is used throughout this dissertation - separation via direction of arrival.

2.1. Separation via direction of arrival

First, it is helpful to ground the concepts of implement primitive audio source separation in a clear

example. In typical human audition, the direction of arrival of sound sources is an important cue for source

separation [156]. Sounds manifest as pressure waves through the air around us which reach our ears. Since

we have two ears, if a sound is positioned to the left of us, it will reach our left ear before our right ear. By

leveraging this observation, we can create a primitive source separation algorithm that imitates this.

To separate via direction of arrival, I use a simple blind source separation method that clusters time-

frequency bins based on low-level features present in stereo mixtures. This method belongs to a well studied

1This chapter has supplementary audio examples: https://pseeth.github.io/public/thesis/ch2.html
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Figure 2.1. Two mixture configurations. Configuration 1 is a mixture in which the two
speakers are both coming from the left. Configuration 2 is a mixture in which the two
speakers are coming from different directions. The difference between the configurations
can be seen in the direction of arrival features (top row) that are used to separate the
mixture.

family of spatial source separation algorithms [187] such as DUET [84, 147]. The assumption is that time-

frequency bins with similar spatial features likely come from the same direction, and that sounds coming

from the same direction belong to the same source. If the sources are coming from distinct spatial locations,

one will observe significant inter-channel difference, giving a good clustering and separation result. The key

idea is to exploit differences between the two channels to decide which time-frequency bins go with which

source. First, transform the input stereo audio to a stereo complex spectrogram X
(c)
t,f where c is the channel,

t the time index, and f the frequency index. Then, extract the inter-channel phase difference (IPD) ✓ and

the inter-level difference (ILD) X
log:

✓t,f = \
⇣
X

(0)
t,f X

(1)
t,f

⌘
,(2.1)

�t,f =
20 log10

�
|X(0)

t,f |
�

20 log10
�
|X(1)

t,f |
� .(2.2)

These two features form an embedding space that is clustered using K-Means to obtain separated sources.

To bias the clustering towards bins with significant energy, weight the computation of the means using

the magnitude of each time-frequency bin. The posterior assignments are used as masks on the complex

spectrogram, using soft K-Means:

(2.3) Mk(t, f) =
e
��D([✓t,f ,�t,f ],µk)

P
j e

��D([✓t,f ,�t,f ],µj)

Consider the two mixture configurations shown in Figure 3.4. Both mixtures are of two people talking

simultaneously. In the first mixture, the two speakers are coming from noticeably different direction - the
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angle between the speakers is very large. In the second mixture, the two speakers are coming from similar

directions - the angle between them is small. We will apply a primitive separation algorithm to both of these

mixtures that leverages direction of arrival.

This procedure is applied to the mixtures in Figure 3.4. A 1D visualization of the features is shown in

Figure 3.4. In the mixture where the two speakers were located far from each other, there are two clear

peaks in the corresponding visualization. In the other mixture, where the speakers were close, there is a

single peak, meaning that separation via direction of arrival would not work well in this case. This algorithm

shows how a simple observation about the human auditory system - sounds coming from different directions

reach our ears at different times - can be used as inspiration for a primitive-based separation algorithm that

uses that same cue.

I will now discuss how other observations about the cues used human audition can be used to develop

source separation algorithms.

2.2. Separating via modulation-based representations

In this section, I present a source separation algorithm I have developed that works off of a modulation-

based representation. Both repetition and micromodulation cues (see below) are used by humans to group

stimuli in the auditory scene and they can be leveraged to separate auditory scenes using this algorithm. I

illustrate the approach by showing its response on audio examples from Bregman [8] and [116]. I then apply

the approach to a concrete source separation problem - separating vocals from music. Finally, I evaluate the

approach using standard source separation metrics, showing that it has superior performance to competing

unsupervised algorithms.

Chowning [20] describes an extraordinary phenomenon that occurs in the perception of the human singing

voice. When a pure tone (e.g. 220 Hz sine wave) is played, it is perceived as a single sound, having a pitch.

Overtones are additional sine waves with frequencies at integer multiples of that fundamental frequency

(e.g. 440 Hz, 880 Hz, 1320 Hz, etc.). When overtones are added to the first sine tone, the combined set

of sinewaves is perceived as a single sound, a complex tone similar to the sound of an organ, rather than

multiple individual sounds. But when the sine tone and all of its overtones are modulated in frequency

simultaneously by very small amounts, the tone is suddenly perceived as a singing voice. This auditory scene

is depicted in Figure 2.2. This phenomenon is known as frequency micromodulation. It is often used to

make voice synthesizers sound more realistic [18, 19].
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Figure 2.2. The auditory scene starts with a pure sine tone and then a sine tone plus
overtones. When the entire stack of sine tones starts to modulate slightly in frequency, the
perception is that someone has started singing. Figure from Bregman [8, p. 252].

Bregman [8] describes an auditory phenomenon that suggests that the human auditory system groups

sounds by how they are moving. He calls this grouping principle common fate. The stimuli starts with

a complex tone, which consists of a fundamental pure tone and overtones at integer multiples above that

fundamental. Shortly after, half the overtones of the complex tone are modulated in frequency while the

other set of overtones continues on without frequency modulation. The perception is that of hearing a voice

(from the micromodulated tones) and an organ (from the non-modulated tones).

McDermott et al. [116] describes another auditory phenomenon - that of separating an auditory scene

using repetition. They discovered that if in an auditory scene some sound is repetitive while an interfering

sound is non-repetitive (like someone talking over the sound of a jackhammer), humans automatically perceive

the repeating sound as being different from the interfering sound. To test this, they constructed mixtures

of completely synthetic sounds where one sound was repeating and the other was not. After the mixture is

played, the sound that was repeating is presented to a human by itself. They are asked to determine whether

the repeating sound was present in the mixture. Remarkably, they found that, given enough repetitions, the

listener was able to positively identify the sound. This held even when the sound was completely synthetic -

never heard before by any human anywhere. We know this because the authors of the study synthesized the

sounds themselves for the purposes of the study. The participants had thus never heard these synthesized

sounds. Further, the sound was only presented with overlapping sounds that were also synthetic and never

heard before by humans. Because of this, the subjects could not rely on past experience with sounds to
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parse the scene, yet they were still able to do so. This indicates that repetition is a core primitive that is

leveraged by humans automatically.

Studies of the auditory system of mammals have revealed higher-order representations are used to parse

the auditory world. As I alluded to in Chapter 1, the first stage of auditory processing is a time-frequency

decomposition by the cochlea in the human ear [139]. From this time-frequency representation, it has been

found [34, 115, 160, 161] that the auditory system extracts higher-order modulation-based representations.

Through these representations, the auditory system can represent more complex sounds like a percussive hit,

or a rising or falling tone. Where a time-frequency representation only encodes the magnitude and phase of

a signal at a specific time, a modulation-based representation encodes how the sound changes and evolves

over time.

Using this knowledge as inspiration, I now present an algorithm that is loosely inspired by these facts

about the auditory system. It does not attempt to model the underlying mechanics of the auditory cortex

(unlike other approaches [17, 108, 133, 152, 160, 161]), but rather attempts to model the phenomenon (e.g.

repetition, micromodulation, common fate) itself. My algorithm instead leverages simple techniques from

image processing.

2.2.1. The 2D Fourier Transform

The 2D Fourier Transform (2DFT) is an essential tool for image processing, just as the 1D Fourier Transform

is essential to audio signal processing. The 2DFT decomposes images into a summation of weighted and

phase-shifted 2D sinusoids [153]. The core idea behind this approach is to process the 2DFT of a time-

frequency representation. I apply a 2DFT to the magnitude spectrogram of audio mixtures to detect and

extract particular patterns such as temporal repetitions. I refer to the vertical and horizontal dimensions of

the 2D transform domain as scale and rate. These terms are borrowed from studies of mammalian auditory

systems [17, 134, 152]. In this context, scale corresponds to the spread of spectral energy (e.g. frequency

modulation depth) as well as frequency-domain repetitions (e.g. overtones) and rate corresponds to temporal

repetitions (e.g. repeating percussive patterns).

In Figure 2.3, I show various time-frequency representations in the top row and their associated 2DFTs

in the bottom row. The left two time-frequency representations are simple patterns that can be represented

by a single sinusoid. They manifest in their associated 2DFT as two peaks, oriented in the same direction

as the pattern. The distance of the peaks from the origin indicates the frequency of the sinusoid (e.g. how
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Figure 2.3. Examples of time-frequency-domain signals (top row) and their associated mag-
nitude 2D Fourier transforms (bottom row). The left two show 2D sinusoids and the right-
most plot shows a more complex 2D signal. Darker colors show higher values in all plots.

rapidly it goes from black to white). More complex signals, like the one shown in the top right of the figure,

are represented by a combination of many sinusoids. This complex signal manifests as more spread out in

the 2DFT, with many peaks required to reconstruct the wavy pattern.

To get some intuition, let’s look at a simple example of using the 2DFT on a visual image to denoise

it. In Figure 2.4, I show in the top left an image of an astronaut on the moon mixed with a noisy grid

pattern on top of it. The goal is to get rid of the grid and recover the original image. To do this, you first

take the 2DFT of the image. The 2DFT of the noisy image is shown in the upper right of the figure. The

grid-like pattern manifests as a set of peaks in the 2DFT. Denoising the image, then, reduces to detecting

these peaks in the 2DFT, deleting them, and then inverting the peak-less 2DFT back to the image domain.

This procedure is shown in the bottom right (2DFT without peaks) and bottom left (denoised image) of the

figure.
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Figure 2.4. An example of periodic noise removal using the 2DFT. The noisy image (upper
left) is denoised by taking its 2DFT (upper right), removing local peaks that correspond to
the repeating pattern (lower right) and inverting the 2DFT to obtain the denoised image
(lower left).

2.2.2. Applying the 2DFT to audio

Let x(t) denote a single-channel time-domain audio signal and X(t, f) its complex Short-time Fourier Trans-

form (STFT), where f is frequency and t is time. I restrict the 2DFT analysis to the magnitudes of the

STFT, ignoring the phase. To this end, all the processing will be performed on |X(t, f)|, where |.| denotes

the magnitude operator. The scale-rate representation of the spectrogram will be denoted by X̃(s, r), where

s and r, stand for scale and rate respectively. The relationship between the spectrogram and its scale-rate

transform can then be formulated as

(2.4) X̃(s, r) = FT 2D{|X(!, ⌧)|},

where FT 2D{.} denotes the two-dimensional Fourier transform. X̃(s, r) contains complex values. The

magnitude of X̃(s, r) is what I process for the algorithm.
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Figure 2.5. Rising tones and falling tones can easily be isolated using the 2DFT. Each row
contains the time-frequency representation and its associated 2DFT. When different quad-
rants are symmetrically masked out in the 2DFT, one can isolate either rising components
or falling components in a mixture.

I will now show how to manipulate |X̃(s, r)| in meaningful ways for audio processing. Recall that, as

shown in Figure 2.3, the orientation of the peaks across the origin is the same as the orientation of the

pattern in the original image. The peaks are symmetric across the origin. Spectro-temporal patterns that

are falling in pitch over time manifest as peaks in the upper left and bottom right quadrants. Rising patterns

are in the opposite pair of quadrants. This can be easily exploited to separate rising from falling tones by

simply masking out the associated quadrants. Figure 2.5 shows a simple example of this. The auditory scene

consists of a rising chirp mixed with a falling chirp. By masking out the associated quadrants, shown in the

right-most column of the figure, one can isolate falling tones from rising tones.

2.2.3. Proposed method

A more complex way to manipulate the 2DFT of a time-frequency representation is to find local peaks

and mask them out, just as I did to denoise the image in Figure 2.4. It is first important to realize what

peaks correspond to in audio mixtures. Peaks in the 2DFT of a time-frequency representation indicates some
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Figure 2.6. Separation using the 2D Fourier Transform (2DFT). In the first row, the left
panel shows the mixture spectrogram and the right panel its 2DFT. In the second row, I
apply my peak picking technique to obtain a background 2DFT. Then, I invert this 2DFT
and apply masking to the mixture spectrogram to get the background spectrogram. In the
third row, I show everything from the rest of the 2DFT (i.e. the non-peaks or foreground),
which contains the singing voice.

sinusoidal pattern going across time and frequency. Figure 2.6 shows a musical mixture. In that mixture (top

row), there is a repetitive snare drum, roughly sounding twice a second. This periodic pattern is essentially

a sinusoid oriented along the rate axis of the 2DFT. It manifests as a peak in the 2DFT. By detecting peaks

and removing them from the 2DFT, I can separate out repeating patterns from non-repeating patterns.

Regular peaks correspond to repeating patterns. Non-peaks correspond to non-repeating audio. One need

only find the peaks in the 2DFT, mask them out, then invert this back to a spectrogram (and then back to

the original waveform) to remove the repeating audio. I now describe a simple peak-picking procedure.

The goal of this procedure is to locate local peaks in the magnitude of the 2DFT and mask them out to

separate a background signal from a foreground signal. Thus, the goal is to produce two masks on the 2DFT -

one with the peaks and one without the peaks. these are referred from now as the background mask (the one
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with peaks) and the foreground mask (the one without peaks). Note that these masks are on the modulation-

based representation (the 2DFT) and not on the time-frequency representation (the spectrogram), as seen

before.

I pick peaks by comparing the difference between the maximum and minimum magnitude values over a

neighborhood surrounding each point in the 2DFT. For each point in the 2DFT, consider it to be the center

of an arbitrary rectangular neighborhood. The center is some point c = (sc, rc) and its neighborhood is

denoted by N(c). The dimensions of the neighborhood along the scale and rate axes are tunable parameters.

The neighborhood can be of arbitrary shape. The bigger the neighborhood, the more significant the peak

needs to be in the 2DFT to be detected. The problem reduces to deciding for each point in the 2DFT,

whether it is a peak relative to its neighborhood.

For each neighborhood surrounding a point, I first calculate the maximum value of the neighborhood

MN(c), the mean value of the neighborhood µN(c), and the standard deviation of the neighborhood �N(c).

Next, I calculate how many standard deviations above the neighborhood mean is the neighborhood max:

(2.5)
MN(c) � µN(c)

�N(c)

The idea is that strong peaks will be significantly above the mean of their neighborhoods, which can be

detected by using the standard deviation of the neighborhood. The next step is to mask out the peaks. For

each point in the 2DFT, I check if it is equal to its neighborhood max. I denote the computed background

mask over the entire scale-rate domain representation by Mbg(s, r). The scale-rate domain foreground mask

can then be computed as Mfg(s, r) = 1 �Mbg(s, r). If it is, then it will be assigned to the background as

follows:

(2.6) Mbg(sc, rc) =

8
><

>:

MN(c)�µN(c)

�N(c)
|X̃(sc, rc)| = max

N(c)
|X̃(s, r)|

0 otherwise

Mbg(sc, rc) is then normalized so its values are between 0 and 1 via:

(2.7)
Mbg(sc, rc)

maxMbg(sc,rc)



69
This creates a soft mask on the 2DFT that is used to filter out patterns related to the peaks in the time-

frequency representation. The foreground 2DFT mask is then simply Mfg = 1 � Mbg(sc, rc). Intuitively,

this is simply a way to discover local maxima in |X̃(s, r)| and weight their contribution to the background

mask by how much of a local maximum it is. It should be noted that neighborhood selection and mask

value computation is performed for every single point in the scale-rate domain. This procedure results in

the foreground and background 2DFTs shown in Figure 2.6.

Next, I compute the separated magnitude spectrogram of the background source from the masked version

of the complex scale-rate domain representation, by taking the inverse 2DFT of the masked signal:

(2.8) |Xbg(!, ⌧)| = IFT 2D{Mbg(s, r)� X̃(s, r)},

with IFT 2D{.} denoting the inverse 2D Fourier transform and � denoting element-by-element multiplica-

tion, respectively. The foreground magnitude spectrogram can be similarly computed using the foreground

mask. This results in two time-frequency representations: one for the background Xbg(t, f) and one for the

foreground Xfg(t, f). To recover the time-domain audio, I use the foreground and background time-frequency

representations to construct a time-frequency mask on the original mixture X(t, f).

I can use either the Xbg(t, f) or Xfg(t, f) to construct the mask. Which one I use has consequences

in terms of separation, as we will see later on. For now, I will denote the one used as Xs(t, f). The

time-frequency mask is constructed as follows:

(2.9) Ms(t, f) =
min(Xs(t, f), X(t, f))

X(t, f)

where min indicates the element-wise minimum between the recovered source time-frequency represen-

tation and the mixture’s time-frequency representation2. This is required to ensure that the mask Ms(t, f)

is between 0 and 1.

With this procedure, I get time-frequency masks for the background (Mbg(t, f)) and foreground signals

(Mfg(t, f)). Finally, the time-domain background and foreground audio signals are recovered from the

masked STFT. In short, xbg(t) = ISTFT{Mbg(t, f) � X(t, f)}, where ISTFT{.} is the Inverse Short-

Time Fourier Transform, computed through the overlap-and-add method. The foreground audio signal

2Also, some small value should be added to the denominator in implementation to avoid a potential numerical error.
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can be similarly computed by applying the foreground mask to the complex spectrogram and taking the

inverse STFT. The associated 2DFTs and time-frequency representations corresponding to the foreground

and background can be seen in Figure 2.6.

2.2.4. Behavior on auditory phenomena

The algorithm I have presented has interesting behavior when confronted with auditory stimuli used in

lab experiments to investigate the behavior of the human auditory system. In short, while it uses entirely

different mechanics and does not attempt to model the human auditory system directly in any way, it

leverages similar cues to those that humans use to group sources in the same auditory stimuli.

The first stimulus I will consider is the one used by Chowning [19], establishing the connection between

frequency micromodulation and voice perception. A graphical representation of this stimuli is shown in Figure

2.2. When tones are modulated in frequency slightly (e.g. vibrato), we tend to perceive the modulating

tone as a human voice. Figure 2.7 shows the response of the 2DFT separation algorithm to this auditory

stimuli. When the tone is pure, with no modulation, the 2DFT algorithm rejects it to the background source.

Mechanically, this makes sense as the pure tone consists of straight horizontal lines, which correspond to

peaks in the 2DFT. When the peaks are masked out, the pure tone is filtered out, leaving the modulating

tone. Similarly, note that the wavy complex signal depicted in the top right of Figure 2.3 has a corresponding

2DFT that does not consist of a single peak, but rather is a dispersed set of peaks. Tones that have a bit of

vibrato require more 2D sinusoids at various amplitudes and phases to be reconstructed, resulting in a less

“peaky” 2DFT representation. Therefore, a peak picking procedure on the 2DFT tends to filter out tones

that are modulating in frequency. This shows that the 2DFT algorithm is sensitive to micromodulation

cues in auditory scenes. The 2DFT algorithm is the first algorithm I know of that explicitly makes use of

micromodulation to separate an auditory scene.

The next stimulus example is one used in Bregman [8] to investigate the effect of common frequency

change on auditory perception. In this example, shown in Figure 2.8, a fundamental tone is played with

overtones on top of it. Because the fundamental and all of its overtones are static and not moving, the tone

is perceived as a single tone. Then, half of the overtones begin to modulate up and down in frequency. This

is similar to the micromodulation stimulus, but this time the frequency modulation is much greater. The

human perception of this is that two tones are now playing - one that is static and one that is moving up

and down. The response of the 2DFT algorithm is the same. The moving tone is not “peaky” in the 2DFT



71

Micromodulation 
added to tone

Pure tone 
filtered out by 
peak picking

Modulating 
tone remains

Figure 2.7. Response of the 2DFT separation algorithm to micromodulation. A pure tone
is first played, along with overtones. When the tone begins to modulate in frequency,
the 2DFT algorithm recognizes it as a foreground source, showing that it is sensitive to
micromodulation cues in audio mixtures.

of the mixture, so it is placed in the foreground, as a separate source from the static tone. When the moving

tone ceases, the tones fuse again into a single source in the background.

The final stimuli I will consider is the one used by McDermott et al. [116] to establish that repetition is

a cue leveraged by humans for parsing auditory scenes. One of the stimuli they used in their experiments is

shown in Figure 2.9. It consists of a repeating synthesized sound and a non-repeating interfering sound. The

repeating synthesized sound manifests as a set of peaks in the 2DFT. The peak-picking procedure isolates

the repeating sound from the interfering sounds successfully. This shows that the 2DFT algorithm is also

sensitive to repetition in the auditory scene. It is not the first algorithm to leverage repetition for source

separation [101, 141, 144], but as we will now see, it is the most effective algorithm for leveraging repetition.

2.2.5. Experiments

I now apply the 2DFT source separation algorithm to a practical problem - separating vocals from accompani-

ment in musical mixtures. In musical mixtures, there is often an element of repetition in the accompaniment

source while a vocalist sings on top of it. The vocalist will often put vibrato on his or her voice, causing some

frequency modulation to occur. Further, regardless of amount of vibrato, singing voice will always exhibit
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Figure 2.8. Response of the 2DFT separation algorithm to common frequency change. The
tone is initially a complex tone with a fundamental and its overtones. It is perceived as
a single sound. When half of its overtones begin to move, we perceive the mixture as
containing two sounds. When the overtones stop moving, we once again perceive a single
sound. The response of the 2DFT algorithm is the same.

some amount of frequency micromodulation [8, 18]. That these two cues are salient in musical mixtures with

vocals makes the 2DFT source separation algorithm a natural fit for separating vocals.

Vocals separation is a well studied problem in the source separation literature [33, 69, 84, 101, 140, 141,

144] with proposed methods in both supervised (e.g. deep learning) and unsupervised methods. Here we are

concerned with how 2DFT performs relative to competing primitive separation methods. The most relevant

methods are REPET and REPET-SIM, which both leverage repetition in the auditory scene. Another

relevant method is Melodia [154], which was not designed for source separation but rather melody tracking.

Melodia leverages time and pitch proximity in a mixture to track the vocal melody. One can turn the

extracted melody into a time-frequency mask by using the tracked melody along with some number of

integer multiples of the melody frequency at each time frame. This mask will try to extract the vocals from

the mixture.

2.2.5.1. Datasets. I tested my method against these competing methods on the MUSDB dataset [173],

which consists of 150 songs with four isolated stems for each song. The isolated stems consist of vocals, drums,
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Figure 2.9. Response of the 2DFT separation algorithm to repetition. In the mixture a
repeating sound (shown on the right - “target sound”) is played while a non-repeating sound is
mixed with the target sound. The peak-picking procedure successfully isolates the repeating
sound in the mixture, as can be seen by comparing the background spectrogram (middle
row) with the target sound spectrogram.

bass, and other. The “other” stem contains sources like keyboards, guitars, etc. In these experiments, the

accompaniment consists of the sum of the other, drums and bass stems and the vocals consist of just the

vocals stem. The mixture consists of the accompaniment plus the vocals stems. The goal is to separate the

vocals from the accompaniment given the mixture.

2.2.5.2. Evaluation. For evaluation, I used the blind source separation evaluation (BSSEval [185]) metrics

- source-to-distortion ratio (SDR), source-to-interference ratio (SIR), and source-to-artifact ratio (SAR). This

is the most common way to evaluate separation performance [93, 103, 124, 173]. The output of a separation

algorithm is the time-series audio waveform for each source (in this case the vocals and the accompaniment).

These evaluation measures then compare the estimated time-series audio waveform with the ground truth

audio waveform - the stem recordings of vocals and accompaniment, prior to mixing, in this case. The three

evaluation metrics - SDR, SIR, and SAR - measure the quality of the recovered source in three different

ways.

SIR tries to measure how suppressed the other sources in the recovered source. For example, how much

accompaniment is left in the estimate of the vocals. SAR tries to measure the amount of artificial noise in
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the recovered source. Source separation algorithms often result in output that has what is called “musical

noise” in them. These are also called artifacts, something like what you would see in the output of an image

compression algorithm. Finally, SDR estimates the overall quality of the separated source, which is affected

by both how much it suppresses other sources in the mixture as well as how many artifacts are in the source.

It’s worth taking a moment to consider the relationship of these metrics to human perception, as well

as how these evaluation measures can be “hacked” by an adversary. The first question was considered by

Cartwright et al. [14] in which a controlled lab-study where participants judged separated sources along four

different criteria: overall quality, target preservation, suppression of other sources, and absence of artificial

noise. The authors report the correlation of SDR/SIR/SAR with the lab-study on those same sources. Of the

three metrics, they found that SIR had the highest correlation with the results of the lab-study perception

(Pearson correlation of .78), followed by SAR (.55) and SDR (.50). This suggests that SIR better correlates

with human perception than the SDR or SAR. While these automated evaluation metrics have some flaws,

they are still commonly used for comparing algorithms to one another in the literature [93].

The second question was considered by Le Roux et al. [93] in which they show that the original formula-

tion is flawed and can be hacked easily using a deep network. Specifically, they show that they can maximize

the SDR with an arbitrary time-frequency mask that clearly does not separate a source. They suggest two

new classes of metrics - scale-invariant SDR/SIR/SAR and scale-dependent SDR/SIR/SAR - which are not

sensitive to this sort of hack. In this analysis, I use the scale-dependent SDR/SIR/SAR metrics, which are

more robust and less prone to adversarial attacks. I will refer to these measures as simply SDR, SIR, and

SAR throughout this dissertation.

Finally, when interpreting results, it is important to consider all three metrics and how they interact

with each other. For example, using the mixture as the estimated source will have very high SAR - as no

separation has taken place, there will be no artifacts. However, it will have very low SIR, as no suppression

of the other sources has occurred. The result will be low SDR (very high distortion as the target source is

completely mixed with other sources). Similarly, it’s possible to get high SIR and SAR by simply outputting

a blank source - the other sources have been suppressed, but so has the target source! Since the estimated

source is blank, there are also no artifacts. However, the preservation of the target source is poor, resulting

in low SDR. Finally, if an estimated source has high SIR, low SAR, and an SDR somewhere in between,

it’s possible to increase SDR at the cost of SIR. This is done by adding some of the mixture back into

the estimated source, reducing the impact of artifacts, increasing SAR. SIR goes down a little because the
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suppression of other sources is reduced, but SDR is likely to increase. This is commonly done to make the

estimated sources more listenable [140, 141, 144]. This suggests there is a trade-off to be made between

suppression and artifacts, which makes some intuitive sense - the more you suppress a source, the more

likely you are to introduce artifacts into the estimated source.

2.2.5.3. Experimental design. My experiment is designed to investigate the consequences of all the free

parameters in the 2DFT algorithm, as well as compare its performance to competing unsupervised vocal

separation algorithms. The free parameters in the 2DFT algorithm are:

(1) The size and shape of the neighborhood used to select peaks. The bigger the neighborhood,

the larger a peak has to be in the 2DFT to be filtered into the background.

(2) The time-frequency resolution of the spectrogram that the 2DFT is applied to. The

2DFT detects modulation patterns and repetition patterns in the spectrogram. If the frequency

resolution of that spectrogram is too low, the 2DFT will not be able to detect that a sound has

frequency modulation. The frequencies of analysis will be too far apart to capture the modulation,

resulting in what appears to be a straight line in the spectrogram. If the time resolution is too low,

then repeating patterns may not manifest in the spectrogram, causing 2DFT to fail.

(3) Which time-frequency reconstruction I use to construct the time-frequency masks:

Xbg(t, f) or Xfg(t, f). Xbg(t, f) is constructed by deleting everything but the peaks from the

2DFT and inverting the 2DFT while Xfg(t, f) is constructed by keeping everything except the

peaks and inverting the resultant 2DFT. This has a marked effect on how the separation sounds

and the type of cue that 2DFT is using on the mixture.

To investigate the effect these free parameters have on separation performance, I conducted parameter-

sweeps across them for the 2DFT algorithm on the MUSDB train set of songs (N = 100), using scale-

dependent SDR/SIR/SAR for evaluation. Then, I compared the performance of the 2DFT algorithm to

REPET [141], REPET-SIM [144], and Melodia [154] on the MUSDB test set (N = 50).

2.2.5.4. Results and discussion. The effect of neighborhood size on the performance of 2DFT is shown in

Figure 2.10. Here, I only consider neighborhood shapes that are rectangles of one row high by some number

of columns (1, N). Other neighborhood shapes (diagonal ones, vertical ones, square ones) were found to be

unsuccessful in separating vocals from accompaniment in preliminary trials. Overall, 2DFT is fairly robust

to changes in the length of the neighborhood, but at extreme settings of (1, 5) and (1, 1000), it has much

worse performance. SIR tends to go up as the neighborhood considered gets bigger, as fewer peaks are being



76

Figure 2.10. Effect of neighborhood size on 2DFT performance for vocals/accompaniment
separation. The shape of the neighborhood is (1, N), that is one row by N columns in the
2DFT. The bigger it is, the higher the SIR gets, at the cost of SAR. The mean metric is
reported above each bar. A fair balance between the two is seen at (1, 35), where SDR
peaks. However, outside of the extreme values at (1, 5) and (1, 1000), there is little effect
of neighborhood size on separation performance.

selected, making the accompaniment estimation reject more of the vocals. However, SAR tends to go down

as this happens. This causes a peak in SDR at (1, 35). However, for all neighborhoods between (1, 10) and

(1, 100), we observe essentially the same SDR.

The effect of time-frequency resolution on 2DFT performance is shown in Figure 2.11. Here, I use

a neighborhood size of (1, 35), as it has a good trade-off between SIR and SAR, as seen in Figure 2.10.

Recall that an STFT is constructed by taking a window of the time-series audio and computing its Fourier

transform. This result then becomes a column of the STFT, containing the magnitudes and phases at each

frequency for that window in time. Then the window is moved over by some number of samples, and the

next column of the STFT is computed. How much the window is moved over is called the hop length, which

dictates the time-resolution of the STFT. The time resolution in seconds is computed by dividing the hop

length by the sample rate of the audio. How big the window is dictates the frequency resolution of the STFT.

The frequency-resolution in Hz is computed by dividing the sample rate by the window length. In Figure

2.11, I show the performance of 2DFT at various time-frequency resolutions, with frequency resolution in Hz

on the x axis and time resolution in milliseconds on the y axis. I note a peak in performance at a frequency

resolution of 21.5 Hz.
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Figure 2.11. Effect of time-frequency resolution on 2DFT performance. Each box displays
the mean SDR across the train set of MUSDB. We see a peak in SDR at a frequency reso-
lution 21.5 Hz, which is quite near the minimum amount of frequency modulation observed
in singing voice [175], possibly explaining this peak in performance.

Table 2.1. Performance of micromodulation vs repetition on vocals separation on the
MUSDB train set. We see that the two approaches have similar performance, but repe-
tition is slightly better.

Approach SDR SIR SAR
2DFT (micromodulation) 2.82 6.56 5.45
2DFT (repetition) 2.96 6.68 5.60

As shown in Section 2.2.4, the 2DFT algorithm leverages frequency micromodulation to parse the au-

ditory scene. In music, the singing voice usually displays some amount of vibrato, which can be picked up

by 2DFT for separation. Sundberg [175] studied the vibrato of multiple singers to establish the amount

of frequency variation in their singing voice. The authors found that 6% was on average the amount of

frequency variation (how much the singer was deviating from the central pitch). If we assume a minimum

frequency for singing voice of 300 Hz (a reasonable assumption - most singing voices are somewhere between

300 and 2000 Hz [175]), detecting a vibrato at that frequency would require a resolution of 300⇤ .06 = 18 Hz.

This may explain why I get the best performance for 2DFT at a close value at 21.5 Hz. Finally, Sundberg

[175] establishes a vibrato has a period of around 5 or 6 Hz in time, which may explain why time resolution

does not have much effect on the performance of 2DFT.

The final free parameter of the algorithm is whether to use the peaks in the 2DFT to construct the mask

or to use the 2DFT without peaks to construct the mask. Recall that the 2DFT balances two primitive
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Figure 2.12. Comparison between 2DFT and competing methods. 2DFT out-performs all
competing methods in SDR and SIR on the MUSDB test set. It underperforms on SAR
compared to REPET-SIM, due to higher SIR. 2DFT-R indicates using the 2DFT background
to construct the mask (repetition), while 2DFT-M indicates using the 2DFT foreground to
construct the mask (micromodulation).

grouping principles simultaneously - the principle of repetition and the principle of micromodulation. Which

one is used more is dictated by whether you use the peaks, which model the repeating background, or the

non-peaks, which model the micromodulating patterns that are dispersed in the 2DFT. Table 2.1 shows that

the configuration of 2DFT that uses repetition more than micromodulation out-performs the other by .16

dB SDR.

Finally, I compare the 2DFT algorithm to competing unsupervised methods in Figure 2.12. I see that

2DFT out-performs the competing methods on the task of vocals separation. Note that the dataset used

here is the test set, while previous results in this section were reported on the train set. This is explicitly

to give a fair comparison of 2DFT to competing algorithms, rather than overfitting 2DFT settings to the

training set. I use a window length of 2048 samples and a hop length of 512 samples to construct the STFT

(for all algorithms) and a neighborhood size of (1, 35) for 2DFT. I find that 2DFT is the best performing

method for the task of vocals separation, achieving the highest SDR and SIR. It achieves slightly lower

SAR than REPET-SIM, due to the higher SIR. The closest competing method in terms of performance is
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REPET-SIM [144]. Something to note about 2DFT versus REPET-SIM, however, is running time. 2DFT

is a highly efficient algorithm, leveraging the fast Fourier transform [146]. REPET-SIM, on the other hand,

requires the construction of an TxT matrix, where T is the number of time frames in the spectrogram. This

makes the time complexity of REPET-SIM O(F ⇤ (T 2)), whereas the 2DFT algorithm has a time complexity

of O(T ⇤F ⇤ log(T ⇤F )) - the time complexity of the fast Fourier transform, the bottleneck in the algorithm

- where F is the number of frequencies. Considering T > F in general, this works out to O(T 2) for REPET-

SIM vs O(T ⇤ log(T )) for 2DFT. In practice, 2DFT is also very fast to compute as the fast Fourier transform

has highly optimized implementations.

2.2.6. Future work

The 2DFT algorithm for source separation can be extended on considerably. One major limitation of it is

that it is computed on the magnitudes of the time-frequency representation, rather than the full complex

time-frequency representation. This fundamentally limits the quality of the source separation that is possible

with 2DFT. Pishdadian et al. [137] proposes a new representation, called the multi-resolution common fate

transform or MCFT. MCFT is similar to taking the 2DFT of a time-frequency representation but has the

advantage of using the full complex representation. This allows for higher reconstruction quality, as they

show in their experiments. A peak-picking strategy similar to the one I have proposed for 2DFT could be

applied on MCFT for source separation, but with better quality.

Another parameter to investigate is the input representation to 2DFT. I used an STFT throughout this

work, which has linear frequency spacing. This is unlike the human auditory system which has logarithmic

frequency spacing [8]. Applying 2DFT to different representations with logarithmic frequencies is unexplored

and may yield better results than on an STFT. The MCFT, for example, uses such a representation for its

input.

2.3. Combining primitives

I now turn to the problem of combining primitive algorithms. The work here is inspired by the human

ability to use multiple strategies at once to parse an auditory scene [156]. In Chapter 1, we saw that when

a primitive algorithm is applied to an auditory scene where the assumption that the algorithm relies on is

invalid (e.g applying a direction of arrival algorithm to a monaural mixture), that output of the algorithm is

not useful. We saw that in situations where one algorithm fails, others may be successful, suggesting that an
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Figure 2.13. Pictured is the spectrogram of a musical mixture (above) and the ideal soft
mask to separate out the vocals (below) for the mixture. The goal is to recover the soft
mask below as closely as possible. The mask has values between 0 (blue) and 1 (red).

ensemble of algorithms would be helpful for parsing auditory scenes in general. I now describe an approach

that combines multiple primitives in a framework I call primitive clustering.

2.3.1. Primitive clustering

Recall that the goal in all of the separation algorithms we have seen so far is to construct a time-frequency

mask that, when applied to the mixture time-frequency representation, extracts the desired source. In Figure

2.13, I show one such mixture, in the top panel. The ideal soft mask, which has values between 0 and 1, is

shown in the lower panel. To extract the source from the mixture, the mixture time-frequency representation

is multiplied element-wise with the ideal soft mask.

Primitive source separation algorithms also make soft masks like these, deciding for every time-frequency

point whether it belongs to one source or the other. For example, running a repetition-based algorithm will

produce a soft mask. Each value in the soft mask is between 0 and 1 and can be interpreted as how repetitive

or not repetitive that time-frequency point is. The same applies for an algorithm based on melody streaming

- each point is mapped to a value indicating how melodic or non-melodic it is. The basic idea behind

primitive clustering is to run several algorithms on a mixture, producing several masks. The mask values

are then considered features for each time-frequency point in the spectrogram. Then all of the points are
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Figure 2.14. The process for making a primitive embedding space. A set of primitive algo-
rithms is run on the mixture. Each algorithm produces a mask with values between 0 (blue)
and 1 (red) that indicates how it is segmenting the auditory scene. The performance (using
source-to-distortion ratio - SDR) for each algorithm is shown. Together, the three masks
map each time-frequency point to a 3D embedding space, shown on the right. The marked
point was classified by the three primitives as melodic, not repetitive, and harmonic.

clustered using these features via a clustering algorithm like K-Means to produce a final mask. This final

mask is then applied to the mixture spectrogram to recover the desired source.

In Figure 2.14, I show the process of using primitive separation algorithms to construct the primitive

embedding space that is used for clustering. Here, three algorithms are run on the mixture: 2DFT (repe-

tition), Melodia [154] (time and pitch proximity), and harmonic/percussive source separation [42] (HPSS).

The masks produced by each algorithm are shown in the middle of Figure2.14. The goal is to extract the

vocals from the mixture. For HPSS, I show the mask that will extract the harmonic elements, and for the

2DFT and Melodia I show the mask for separating out the non-repetitive and melodic elements, respectively.

One can observe that the three algorithms make very different decisions on how to parse the auditory

scene. The 2DFT algorithm produces a very sparse mask that definitely captures some of the vocals but

leaves in a lot of the snare (the vertical lines seen in the mask). Melodia produces a much denser mask that

is completely blank when the vocals are not there, and has a rich overtone structure when they are. Finally,

HPSS produces a mask that grabs all of the harmonic material, leaving behind the percussive material. None

of the algorithms have perfect output, as can be seen in their corresponding SDRs. Of the three algorithms,

2DFT has the best performance by itself, giving 2.94 dB on this mixture.

Formally, each primitive algorithm is a function fP that takes a point in the mixture time-frequency

representation X(t, f) and maps it to a value between 0 and 1 (inclusive):
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Figure 2.15. The primitive embedding space is clustered via K-Means to produce a new
mask that takes into account the decisions of each primitive. The more each primitive
agrees on how to classify a source, the stronger the value in the primitive clustering mask.
The ensemble of the primitives produces a mask that has better separation (by SDR) than
any of the primitives by themselves.

fP (X(t, f)) 2 [0, 1]

Applying all of the primitives to each time-frequency point gives us the function F , which maps each

point to an N dimensional space, where N is the number of primitive algorithms applied to the mixture:

F(X(t, f)) = [fP0(X(t, f)), fP1(X(t, f)), ..., fPN (X(t, f))] 2 [0, 1]N

This mapping is visualized in Figure 2.14 for three primitive algorithms, resulting in a three dimensional

space. To get intuition on how the primitive embedding space works, let’s consider two points in that space:

[0]N = [0, 0, ..., 0] and [1]N = [1, 1, ..., 1]. These points are where all of the primitive algorithms agree on how

to classify a time-frequency point. To interpret it in terms of Figure 2.14, points near [0]N are those where all

three algorithms say that a point is repetitive, not harmonic (e.g. percussive), and not melodic. Points near

[1]N are points that are not repetitive, are harmonic, and are melodic. Therefore, points near [0]N are likely

to be accompaniment and points near [1]N are likely to be vocals. This is because accompaniment sources

tend to be repetitive and non-melodic, where vocals tend to non-repetitive and melodic. Both sources can

have harmonic or percussive elements, so this last primitive serves as a “tie-breaker” of sorts between all of

the primitives.

To turn the embedding space into a soft mask that takes into account all of the decisions made by

each algorithm, I use soft K-Means clustering [77]. The one trick I use is that instead of running K-Means
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to discover the means, I fix them to be points where all the primitives output either 0.0 or 1.0 for each

time-frequency point: µ0 = [0]N and µ1 = [1]N . Very few, if any, points are actually equal to these fixed

points, as each primitive outputs a soft mask which has values between 0.0 and 1.0. Thus, it is more likely

to get mask values that are near 0.0 or 1.0. When a point is near one of these fixed means, it means that all

the primitives have output something close to 0.0 or 1.0, more strongly indicating that the point is likely to

be accompaniment or vocals. The distance of every time-frequency point to these means is used to calculate

calculate the soft mask for each source Mk(t, f) at each point as follows:

(2.10) Mk(t, f) =
e
��D(F(X(t,f)),µk)

P
j e

��D(F(X(t,f)),µj)

where D(x, y) is the Euclidean distance between points x and y. This is familiarly the softmax function.

It maps distances in the embedding space to values between 0 and 1. � is a tunable parameter that

controls the aggressiveness of the softmax. In the normal setup of K-Means (i.e. hard K-Means), the cluster

assignments are hard. If a point in the space is closer to one mean than another, even by a little bit, it is

assigned to the closer mean in whole. In soft K-Means, points are softly assigned based on distance. As �

increases, soft K-Means approaches hard K-Means. In primitive clustering, this has interesting consequences.

If, for some time-frequency point, Melodia and HPSS both say that it belongs to the vocals, while 2DFT says

it belongs to the accompaniment, then a high � would result in this point being assigned almost entirely to

the vocals, rather than having its assignment reflect the disagreement between the primitives. The parameter

� then strikes a balance between a “winner-take-all” strategy (high �) and a less aggressive strategy, where

time-frequency points with disagreement are softly assigned accordingly to the different sources (low �).

Finally, an algorithm’s importance to the final clustering decision can be decided simply by multiplying

the mask values (e.g. features) produced by that algorithm for each time-frequency point by some scalar w.

This increases its weight when computing the mask value via Equation 4.10. The weights can be decided in

a fixed manner (e.g. by seeing the performance of each algorithm on a training set). I plan to explore the

effect of weighting the primitives based on efficacy in future work. In this work, the weights are fixed to be

equal.

The result of primitive clustering can be seen in Figure 2.15, where the primitive embedding space is

clustered using K-Means with the fixed means described above and � = 5. The resultant mask is shown in

the right part of the figure. The combination of the three primitives - for this example, harmonic/percussive,
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Figure 2.16. Primitive clustering with different values of �. As � increases, the soft masks
approach binary masks, resulting in greater SIR at the cost of SAR. The SDR for primitive
clustering peaks around � = 2 and diminishing returns for SIR starts around � = 5.

time and pitch proximity, and repetition - significantly out-performs any primitive by itself, producing a

source estimate with a higher SDR of 3.41 dB. I now turn to testing and evaluating primitive clustering

more extensively.

2.3.2. Experiments

As before, I tested my approach using the MUSDB dataset [173], which consists of 150 tracks with isolated

vocals, drums, bass, and other stems. The goal is, given a mixture of vocals and accompaniment, to

separate the vocals from the accompaniment. I use the same evaluation metrics as in Section 2.2.5.2:

source-to-distortion ratio (SDR), source-to-interference ratio (SIR), and source-to-artifact ratio (SAR). My

experiments are designed to answer two questions:

(1) How does the tunable parameter � affect the performance of primitive clustering?

(2) Does primitive clustering out-perform each primitive by itself?



85
I fixed my combination of primitive cues to be micromodulation, repetition, time and pitch proximity,

and harmonic/percussive separation. These were selected because they all tend to isolate vocals from ac-

companiment, and they all rely on very different assumptions. Thus, a combination of them may be useful.

The first two primitives use the 2DFT algorithm (Section ??, Melodia is used for time and pitch proxim-

ity, and finally HPSS for harmonic/percussive separation. Algorithms like REPET and REPET-SIM were

excluded as they perform worse than the 2DFT algorithm for source separation via repetition, as seen in

Figure 2.12. Further, combining algorithms that leverage the same primitive in an auditory scene was found

to not be helpful in preliminary experiments. This is possibly due to the fact that algorithms that rely on

the same primitive make the same types of mistakes. For example, REPET, REPET-SIM, and 2DFT all

put some of the snare drum into the estimate for the vocals. HPSS and Melodia, however, do not make

this mistake. Therefore, combining multiple algorithms that make different kinds of mistakes because they

rely on different primitives works best. Many combinations of algorithms are possible but this analysis is

restricted to only the combination consisting of micromodulation, repetition, time and pitch proximity, and

harmonic/percussive separation.

In Figure 2.16, I show the results of running primitive clustering on the MUSDB train dataset with � =

0.5, 1, 2, 5, 10. Note that I am using the training dataset here, as I did for all my previous parameter sweeps

for other methods. This is to save the test set for later experiments and comparison between algorithms.

As � increases, the masks produced by primitive clustering approach binary or hard masks. The harder the

masks, the more that the interfering sources are suppressed by the method, resulting in higher SIR. However,

this also produces more artifacts, resulting in lower SAR. As a result, this trade-off results in a peak in SDR

at � = 2. However, � = 5 reduces the SDR by only a little bit while increasing the SIR by almost 1dB.

Because of this, � = 5 is a good setting, providing an optimal trade-off between the evaluation measures.

In Figure 2.17, I show the results of running primitive clustering on the MUSDB test dataset as well as its

input primitive algorithms: 2DFT (using micromodulation), 2DFT (using repetition), Melodia, and HPSS.

Primitive clustering achieves a mean SDR on the test set of 2.93 dB, higher than the best competing input

method 2DFT-R (which is 2DFT using repetition), which achieves 2.54 dB. Primitive clustering also achieves

higher SIR and SAR than each of the input methods, indicating the usefulness of this simple approach to

combining source separation algorithms.
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Figure 2.17. Performance comparison between primitive clustering (PCL) and the input
methods used for primitive clustering on the MUSDB test set. 2DFT-M stands for 2DFT
using micromodulation cues, while 2DFT-R stands for 2DFT using repetition cues. It can
be seen that primitive clustering out-performs all of its input methods in terms of SDR,
SIR, and SAR.

2.4. Conclusion

I have shown two of my contributions to primitive source separation. The first - 2DFT - was a novel

method that leveraged repetition and micromodulation in an auditory scene to perform source separation.

It did this by borrowing a simple technique - the 2D Fourier Transform - from image processing. In ex-

periments, I showed it to be superior to competing unsupervised methods for the task of separating vocals

from accompaniment in musical mixtures. I then turned to showing how different primitive algorithms can

be used together such that the combination of them out-performs any single algorithm in isolation. My

framework for doing this is called primitive clustering. In experiments, I showed it to out-perform all of its

input methods on the task of separating vocals from accompaniment.
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CHAPTER 3

Estimation of separation quality without access to ground truth

A hallmark of human audition is the ability to automatically, mostly unconsciously, know when a separa-

tion strategy is failing and switch to a different one [8, 156]1. In this chapter, I present my work on estimating

performance of source separation algorithms without access to ground truth (an individual recording of each

source in the audio scene). This ability is important for deployment of modern source separation algorithms

for applications like hearing aids. Imagine an intelligent hearing aid that uses some intelligent source separa-

tion algorithms to boost the level of important sources to the user. These algorithms will never be effective

in 100% of scenarios. When they are ineffective, they may output wrong or even harmful audio to the user.

If there was a mechanism that knew when an algorithm was failing to separate an auditory scene, it could

improve its output by switching to better performing methods.

As an example, let’s consider the problem of separating the vocals (singing voice) from a recording of

a band performing a song. This is known as singing voice separation and this problem is well studied [103,

124, 173]. Many source separation algorithms that depend on a variety of primitives have been applied

to this task. For instance, REPET [141] and REPET-SIM [144] assume that the mixture is made up of a

repeating background source (often musical accompaniment) and a non-repeating foreground source (often

the singing voice). DUET [147] and PROJET [44] assume each source comes from a unique position in

space. Additionally, source separation of the singing voice can be done by leveraging harmonicity and pitch

proximity to extract the main melody of a song [30, 32, 154].

Knowing how and when to use any of these algorithms requires an understanding of the mechanisms

an algorithm uses and the assumptions it makes about the input mixture. This knowledge requirement is

a block on widespread adoption of source separation technology by non-experts. A system that could make

recommendations about what auditory situations are best handled by a particular algorithm would be of

much use to spreading the adoption of audio source separation technologies.

More broadly, detecting that an approach is failing and switching to other methods is paramount in

safety-critical applications. For example, a self-driving car could recognize that it is in a situation it will

1This chapter has supplementary audio examples: https://pseeth.github.io/public/thesis/ch3.html
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perform poorly in and turn control over to a human driver, given it has a way to estimate its performance.

Similarly, a smart hearing aid could recognize that it will not work in a certain situation and avoid piping

poor audio to the wearer’s ears. Especially as machine learning applications become more prevalent, being

able to tell when they are not working is a requirement for deployment. To that end, several researchers have

recently developed methods to estimate confidence when encountered with novel situations using ensembles,

density estimation and generative adversarial networks. The basic idea of all of these methods is to detect

when the input to a neural network is very dissimilar to the types of input the network was trained on.

DeVries et al. [25] does this by incorporating a measure of confidence that is learned alongside the actual

labels for deep networks that perform image classification. Subramanya et al. [174] and Hendrycks et al.

[61] achieve the same goal by borrowing techniques from metric learning. All of the images used to train the

model belong to a distribution. If the input image is dissimilar to the images used to train the model, then

it will be far away from the distribution of the training data. Using this approach, they can more reliably

detect when models are being fed outlier images where it will not perform well. Liang et al. [99] tackles the

same task by noticing that some perturbations of an input image that is similar to the training data have

more predictable behavior when fed to the model the input images that are out-of-distribution.

My aim is to estimate the performance of a source separation algorithm without access to ground truth.

While ground-truth-free estimation of source separation performance has not been extensively studied, there

has been significant work in estimating errors in automatic speech recognition (ASR) [52, 64, 72]. The cues

used in these works depend on particularities of speech and are not generalizable to source separation of

arbitrary sources.

The most commonly used metrics for source separation quality estimation require access to ground truth

separated sources. The source-to-distortion ratio (SDR) [93, 185] is, perhaps, the most widely used estimate

of audio source separation quality. It requires access to the ground truth source to rate the quality of a

separated source. In this chapter, I propose a method for estimating SDR without the need for ground truth

separated sources.

The vast majority of source separation approaches leverage only a single cue to perform vocal extraction

from a musical mixture. An algorithm that employs a single cue is only as robust as its cue. If the cue is

absent, the algorithm produces poor results. However, as noted in Chapter 1, humans rely on many cues

to parse complex auditory scenes. A system able to switch approaches as conditions change will be able to

capitalize on the strengths of an ensemble of algorithms. Successful estimation of separation performance
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Figure 3.1. Overview of clustering-based source separation. Every point in a time-frequency
representation is mapped to a feature vector in an embedding space through some method
(e.g. deep learning, direction of arrival features, and so on). The points are then grouped via
a clustering algorithm, like K-Means. The assignments produced by the clustering algorithm
are then used to separate the sources.

will enable the creation of such a system. By estimating separation performance of multiple approaches over

time, one can create a system that will switch dynamically between the approaches based on which has the

highest estimated separation performance.

My approach to estimating performance can be applied to any clustering-based source separation algo-

rithm, such as those based on direction of arrival [84, 147], deep learning [65], or the primitive clustering

approach I proposed in Chapter 2. This approach works via an analysis of the feature space that is used

to cluster and recover sources. My method differs from these others in several ways. It focuses on audio

source separation, not image classification. It is not trying to classify input as out-of-distribution but rather

estimate the quality of in-distribution data without ground truth. It does not leverage the characteristics of

a large training set. In fact, it does not require anything to be trained and is not specifically tied to deep

neural networks. Instead, it can be more broadly applied to any clustering-based separation method.

In this chapter, I present my work on estimating separation quality via cluster analysis. My method

can estimate performance of a separation algorithm without the need to compare the separated sources to

ground truth isolated sources. I first describe the method and then evaluate it across a variety of audio

domains and across different clustering-based separation algorithms. This is a critical component for the

overall work presented in this dissertation: learning computer audition models without access to ground

truth. The computer audition models are learned from the output of primitives. However, primitives are

brittle, and when they fail they tend to produce completely useless output. Avoiding learning from failure

cases is done via the confidence measure presented in this chapter.
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3.1. Clustering-based source separation

Many source separation methods are based on clustering. Each time-frequency point in a spectrogram

is represented by some feature vector. The features can be anything - direction-of-arrival, harmonicity, or

learned features. A clustering algorithm such as K-Means is then applied to the set of time-frequency points

which are put in a space defined by the features for each time-frequency point, resulting in cluster assignments

for each point. These assignments can either be hard assignments (e.g. as in traditional K-Means clustering),

or soft assignments (e.g. as provided by soft K-Means or Gaussian Mixture Models). A soft assignment is

the soft membership of a time-frequency point to some cluster and has a value between 0.0 and 1.0, rather

than being only 0 (not a member) and 1 (a member), as in hard assignments. The assignments are then

used as a time-frequency mask on the mixture spectrogram that will be used to recover the individual sound

sources. Hard assignments result in a binary mask while soft assignments result in a soft mask. Generally,

soft masking produces separated results of higher quality [75].

In Chapter 2, I covered one such clustering-based separation method that leveraged direction of arrival.

Direction of arrival features - inter-aural phase delay (�) and inter-aural level difference (�) - are extracted

for each time-frequency point in a mixture. This forms an embedding for each time-frequency point. Then

each time-frequency point p is placed into an embedding space at location �p, �p). K-means clustering is

applied in the embedding space. Each cluster is presumed to represent a source. The underlying assumption

is that all time-frequency points that share an inter-aural phase delay and level difference come from the

same direction and therefore from the same source. This is just one example of clustering-based separation.

I described deep clustering [66] in Chapter 1, in which the features for every time-frequency point are

learned using a deep network. The learned features are then clustered to separate sources, using K-Means. An

overview of clustering-based separation algorithms can be seen in Figure 3.1. In Chapter 2, I proposed a new

clustering-based separation algorithm called primitive clustering, where several primitive-based separation

algorithms (e.g. repetition-based, melody-based) are run on a single mixture. Each algorithm makes a

decision on how to assign every time-frequency point in the mixture. Their decisions are concatenated into

an embedding for each time-frequency point. Clustering is then applied to the resultant embedding space,

resulting in separated sources.

In every clustering-based algorithm, time-frequency points are mapped to an embedding space in which

the clustering is performed. It follows that the structure of this embedding space may be related to the

performance of the algorithm. For example, if the embedding space has a single natural cluster, then it is
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Figure 3.2. Clustering applied to different types of data. Top row: data to be clustered.
Middle row: K-Means applied to the data. The red +’s indicate membership of one cluster
while the blue �’s indicate membership to the other cluster. Bottom row: silhouette scores
for each point given the clustering (red means a high silhouette score, and blue means a low
silhouette score).

unlikely that any clustering algorithm would recover distinct sources, even if there are two audible sources

in the mixture. In this case, the method used to construct the embedding space wasn’t useful for clustering.

If an embedding space has two natural dense clusters, as in the first column of Figure 3.2, then applying a

clustering algorithm to the space is more likely to have useful output. However, applying clustering can fail

for a variety of reasons, like if there are outliers in the data, as in the right-most column of Figure 3.2. By

analyzing the embedding space, I can estimate the performance of any clustering-based source separation

algorithm without the need to compare to ground truth sources. My approach has three components:

the silhouette score, posterior strength, and the size of the smallest cluster. I now describe each of these

components.
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3.2. The silhouette score

The silhouette score is a way to measure the quality of labels produced by any clustering algorithm.

Rousseeuw [151] introduced the score as a way to easily visualize the quality of a clustering alongside the

output of that clustering. It produces a score for every point in a dataset. To compute, let us first assume

you have a partition of your dataset X =
SK

k=1 Ck into K clusters. The basic idea is to compare each point’s

distance to all the points in its own cluster versus the distance to all the points in the other clusters. More

formally, for a data point x in cluster Ck, compute:

(3.1) a(x) =
1

|Ck|� 1

X

y2Ck,x 6=y

d(x, y)

This is the mean distance (using a distance function d) between x and all other points in Ck. Next, we

compute the mean distance between x and all the points in the other clusters:

(3.2) b(x) = min
j 6=i

1

|Cj |
X

y2Cj

d(x, y)

The inner term computes the mean distance between a point x 2 Ck and points in some other cluster

Cj . The min operator computes the minimum distance (e.g. the neighboring cluster to Ck). Finally, the

silhouette of x 2 Ck is computed by:

(3.3) s(x) =
b(x)� a(x)

max(a(x), b(x))
if |Ck| > 1

If |Ck| = 1, then s(x) = 0. s(x) ranges from �1 to 1. Negative values indicate that the point is classified

into the wrong cluster - the neighboring cluster would be better, as b(x) < a(x). Values close to 1 indicate

that a(x) ⌧ b(x) - the intracluster distance is much smaller than the intercluster distance. Values close to

0 indicate that a(x) ⇡ b(x) - the distance of x to points in its own cluster is about the same as the distance

of x to points in neighboring clusters. The silhouette score of each point x indicates the strength of its

membership to the cluster that it is in.

Figure 3.2 shows three embedding spaces with K-Means clustering applied to each of them. In the

bottom row, I show the silhouette scores for each sample. In the first situation, the silhouette score for most
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of the samples is high (colored red). A few points that fall on the edges of the clusters have lower silhouette

scores (colored blue). In the second situation, the two clusters are much closer together, making the labels

for many of the points in the middle far more ambiguous. The corresponding plot with the silhouette scores

for this situation reflects this, with many more points colored blue. By taking the mean silhouette score

across all of the points in the data, we can measure the overall quality of the clustering.

However, the silhouette score has two major issues. First, notice that in the third situation in Figure

3.2, the clustering is thrown off by a few outlier data points. There are two relatively well-formed clusters

in the bottom left of the plot that are grouped as one cluster, while the outliers are grouped as their own

cluster. This results in generally high silhouette scores (the inter-cluster distance is very high). Here, the

silhouette score does not capture the failure that has occurred.

Second, to compute the mean silhouette score, one must compute a(x) and b(x) in Equation 3.3 for

every single point in the dataset before one can compute the mean silhouette score. While this works for

the data in Figure 3.2, it is intractable for the data I am concerned with - an embedding space containing

every time-frequency point in a time-frequency representation. These spaces can easily contain one million

or more points - a 3 minute audio waveform with a sampling rate 44100 Hz, converted into a time-frequency

representation will contain 31 million points2! Computing the silhouette for every point in the corresponding

embedding space is intractable. I offer a few solutions to overcoming these issues.

3.2.1. Computing the silhouette score via sampling

To solve the intractability issue of computing the silhouette, we can instead use sampling to compute the

mean silhouette score. To do this, simply sample N points from the dataset and compute the silhouette

of each point in the subset. The cluster assignments are computed on the full dataset. The silhouette

is computed by comparing the N points in the subset to the other N points in the subset, making the

computational cost of getting the mean silhouette score far more tractable, instead of using the full dataset.

Similar sampling strategies have been employed to speed up other clustering-related problems [97, 203]. This

makes the computation far more tractable - what required a 31, 000, 000⇥ 31, 000, 000 distance matrix now

only requires an N ⇥ N distance matrix. Of course N should be chosen to be sufficiently large such that

the sampled mean silhouette score is the close to the actual mean silhouette score. In practice, N = 1000

was sufficient to get accurate mean silhouette scores. N = 1000 was chosen as it seemed to work for short

2Using an STFT with a filter size of 2048 samples and a hop size of 512 samples
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Figure 3.3. An illustration of the confidence measure that leverages the strength of the
posteriors. On the x axis are the confidence values of points in the embedding space. On the
y axis is the number of points in the embedding space at a specific value (e.g. a histogram).
One can observe two clusters, indicated by the two modes in the histogram. Points that
fall in between the clusters have unsure posteriors (roughly equal assignment) and thus low
confidence (blue) while points that are well assigned to a cluster have high confidence (red).

mixtures, reflecting the actual silhouette score within some margin of error. Further, N > 1000 required

excessive computational resources for little gain in accuracy. The final silhouette score is then calculated

via:

(3.4) S(X) =
1

N

NX

i

s(xi)

where xi are the points in a subset of size N of the full dataset X. This is the mean silhouette score

across all of those points in the subset of size N . This component produces a single number that estimates

the performance for the entire mixture. However, now we only have a single number, rather than a number

for every point in the dataset. The next component, which computes the posterior strength, addresses this.

3.3. Posterior strength

The next component of the confidence measure is an analysis of the posterior assignments produced by

the clustering algorithm. In clustering algorithms, every point is assigned to a cluster either in whole or in

part, depending on whether the clustering uses hard assignments or soft assignments. Here, we specifically

use soft K-Means for clustering. For every point xi in a dataset X, soft K-Means produces �ik 2 [0, 1], which

indicates the membership of the point xi in some cluster Ck. �ik is also called the posterior of the point xi

in regards to the cluster Ck. The closer that �ik is to 0 (not in the cluster) or 1 (in the cluster), the more

sure the assignment of that point. If, on the other hand, �ik is only slightly greater than 1
K , then we do not

have a lot of confidence that the point definitely belongs to that cluster. The goal of this confidence measure
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is to quantify how strongly a point xi is assigned to any cluster. If it is weakly assigned to all clusters (the

maximum posterior is around 1
K ), then the confidence measure should return 0. If it strongly assigned to

some cluster (the maximum posterior is around 1.0), then the confidence measure should return 1. More

formally, for a point xi with corresponding �ij for j 2 [0, 1, ...,K], we compute:

(3.5) P (xi) =
K(maxj2[0,...,K] �ij)� 1

K � 1

where K is the number of clusters, and P (xi) is the confidence measure for a particular point. I call

this confidence measure posterior strength, as it captures how strongly a point is assigned to any of the K

clusters. The equation maps points that have a maximum posterior of 1
K (equal assignment to all clusters)

to a confidence of 0, and maps points that have a maximum posterior of 1 to a confidence of 1. It is easy to

compute for every point in the space as we already have �ij from applying the clustering algorithm.

A visualization of this is shown in Figure 3.3. On the left is a histogram of original one-dimensional data

which can be visually grouped into two clusters. In the middle is the application of K-Means clustering to

this data, which discovers the two visible clusters. On the right is the strength of the posterior assignments

using Equation 3.5 for each point in the dataset. Points that fall between the two natural clusters have low

posterior assignments, indicated by the color blue. Points that do not fall in the middle have high posterior

assignments, indicated by the color red.

3.3.1. Size of the smallest cluster

The third component of the confidence measure is looking at the size of the smallest cluster discovered by

the clustering algorithm. The size of a cluster is determined by the fraction of all the data points assigned

to the cluster. Often, clustering algorithms will fail due to a small cluster of outliers that are far away from

the majority of the points in the data. In the third column of Figure 3.2, I show a case where clustering

has failed because a small set of outliers has thrown off the K-Means algorithm. This confidence measure

offers a simple way to detect when this has occurred. It is not always appropriate to use, as sometimes small

clusters are to be expected, as in the problem of separating vocals from accompaniment. However, in other

problems like separating two overlapping speakers that are likely talking the same amount, it is expected

that all of the clusters (two, in this case) will have considerable size.
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More formally, given a partition of a dataset X into clusters X =

SK
k=1 Ck, we can compute the size of

each cluster |Ck|. Then, we can compute:

(3.6) R(X) =
minj2[0,...,K] |Cj |

|X|

This is the size of the smallest cluster found expressed as a fraction of the total dataset size and is between

0 and 1. Note that incorporating this measure is optional. For some applications, it is not desirable as the

sizes of the two clusters may naturally be unbalanced (e.g. vocals vs accompaniment in music mixtures). In

the third column of Figure 3.2, the outliers are detected as a separate, very small cluster. This results in a

measure close to 0 when computing Equation 3.6, resulting in low confidence according to this measure.

3.4. Combining the components

The three confidence measures I have presented - the silhouette score, the posterior strength, and the

size of the smallest cluster - are combined to create a single confidence measure via a product. Specifically:

(3.7) CONFIDENCE(xi, X) = S(X) ⇤ P (xi) ⇤R(X)

All three measures are needed as they capture different aspects of the clustering:

(1) The silhouette score is an overall measure that captures how much separation exists between the

clusters (intercluster distance) and how dense the clusters are (intracluster distance).

(2) The posterior strength captures the confidence we have in the assignment of every point in the

space.

(3) The size of the smallest cluster allows us to catch cases when a clustering has been thrown off by

outliers or resulted in a very small cluster.

The three measures are combined via a product because we want high confidence to only occur when

all three measures have high confidence. This makes the confidence measure more strict in a way that

other approaches to combining the measures might not, like averaging the three components. When we

have high confidence, we can interpret this to mean there is a clustering with great intercluster distance and
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Figure 3.4. Two mixture configurations. Configuration 1 is a mixture in which the two
speakers are both coming from the left. Configuration 2 is a mixture in which the two
speakers are coming from different directions. The difference between the configurations
can be seen in the direction of arrival features (top row) that are used to separate the
mixture.

low intracluster distance (the silhouette score), the strength of assignment for every point is very high (the

posterior strength), and that no spurious clusters have been found (the size of the smallest cluster).

Note that the confidence score is calculated for every time-frequency bin in Equation 3.7. To derive a

single confidence score for the entire mixture, I simply take the mean of the confidence scores for the time-

frequency bins in the mixture, with one important caveat. The mean is only taken across a subset of all of

the time-frequency bins, namely the top one percent of all bins in a mixture by loudness. In a time-frequency

representation with millions of points, running the confidence measure on a small set makes it tractable.

The reasoning for selecting the highest-amplitude time-frequency points is that we care mostly about the

assignment of loud time-frequency points is that louder time-frequency points have a greater perceptual

effect on the separation quality, so the confidence we have in their assignments matters more.

3.5. Estimating performance of direction of arrival clustering

Recall the separation algorithm that used direction of arrival detailed in Section 2.1. The algorithm

works well when sounds are coming from very different directions but poorly when sounds are coming from

similar directions. Figure 3.4 shows two mixture configurations. In the configuration where the two speakers

are located far from each other, there are two clear peaks in the corresponding visualization. In the other

configuration, where the speakers are close, there is a single peak. When applying the confidence measure,

we can see that the first configuration will result in high confidence while the second configuration will result

in low confidence. This section is devoted to showing that this relationship between the confidence measure

and ground truth performance holds across many mixtures, allowing me to estimate the performance of

direction of arrival clustering without ground truth.
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Figure 3.5. Distribution of confidence measure (i.e. predicted performance) and source-
to-distortion (i.e. actual performance) for the direction of arrival separation algorithm as
applied to 5000 mixtures in the validation set. On the right, we can see that the algorithm
actually fails about half the time (the peak at 0 dB SDR). We also get a peak at 0.0
confidence.

The dataset used here is from the publicly available3 spatialized version of the Wall Street Journal mix

dataset with two speakers (wsj0-2mix) [65, 196]. This dataset is created by randomly mixing the speakers

at random locations in synthetic rooms in reverberant and anechoic conditions. I use the both anechoic

and reverberant versions of the dataset here. The speakers are panned at random (sometimes overlapping)

angles. In the reverberant condition, the decay time is between 0.2 and 0.6 seconds. There are 20000, 5000,

and 3000 two-speaker mixtures for training, validation, and testing.

Each mixture was recorded in 8 channels. Recall that the direction of arrival algorithm only operates

on two of the eight channels. To construct a two-channel mixture to apply the direction of arrival algorithm

to, I always select the first channel of the 8, and then pick a random other channel from the remaining 7

channels. I present results on the validation data - 5000 mixtures - from this dataset, so as to save the

test data for experiments in Chapter 4. Performance of the separation algorithm is measured in terms of

source-to-distortion ratio, as discussed in Section 2.2.5.2.

In a mixture from this dataset, there is no guarantee the direction of arrival separation method will

work at all. In some mixtures, the speakers are coming from very different directions while in others they

are either coming from similar directions or one speaker is much louder than the other. In the latter sort of

3http://www.merl.com/demos/deep-clustering
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Figure 3.6. Relationship between the proposed confidence measure and three actual perfor-
mance measures - SDR/SIR/SAR. Each dot represents a separated source from the WSJ0
spatialized anechoic dataset. The data here is filtered to only show the relationship for
sources that obtained a confidence > .2. This is because the distribution of performance
for this dataset is bimodal. Here, I only show the regression on mixtures where the separa-
tion actually worked, so as not to be misleading. After filtering, there are 5050 remaining
sources, and thus 5050 dots in these scatter plots. The blue line is the line of best fit found
via linear regression. The p-values (measured via a Wald test [54]) and r-values for each
regression are overlaid on each scatter plot.

situation, the direction of arrival algorithm will not work at all. Figure 3.5 shows the distribution of SDR

(right) and the distribution of the confidence measure for the direction of arrival algorithm applied to each

of the 5000 mixtures in the validation data. Getting an SDR around 0 dB indicates that the algorithm has

failed to separate a mixture entirely. This occurs for around half the validation mixtures as is visible by the

peak at 0 dB in the distribution of SDR shown in the figure. On the left in the figure, I show the distribution

of confidence across those same mixtures. The overall confidence for each mixture is computed using the

procedure described in Section 3.4.

We get a very similar looking distribution of confidence as we do for SDR, with a peak around 0.0

confidence, and a similar, albeit smaller peak, at the higher end (around 0.3 confidence and 10 dB SDR).

The overall performance for the direction of arrival algorithm on this dataset is 5.84 dB SDR, 10.84 dB SIR,

and 12.62 dB SAR. The next section shows that the distributions are not just similar but correlated.

Figure 3.6 shows the actual relationship between confidence and performance. Performance is shown

along three measures - source-to-distortion ratio (SDR), source-to-interference ratio (SIR), and source-to-

artifacts ratio (SAR). To more accurately show the relationship between confidence and SDR, I remove all

mixtures that had below .2 in confidence, only showing the regression between the remaining points. The

reasoning for this is that, since the distribution of confidence and SDR are bimodal, as seen in Figure 3.5, it is

more informative to see the relationship on the mode where the separation actually worked. The regression
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Figure 3.7. Filtering the separated sources using confidence. Each box-plot shows the dis-
tribution of the separated sources that had an associated confidence between the bounds
on the x axis. For example, the first box plot on the left shows the distribution of SDR for
sources that had confidence between 0.00 and 0.06. As the limits increase, the distribution
moves upwards, obtaining sources with higher average SDR.

between confidence and SDR/SIR/SAR is statistically significant, obtaining a p-value ⌧ .01 and an R
2

value of .31 for SDR, .37 for SIR, and .20 for SAR. This shows that we can reliably predict performance for

direction of arrival clustering using the proposed confidence measure.

Another way we can visualize the relationship between confidence and actual performance is by binning

the separated sources using confidence. For example, I can take every separated source that has an associated

confidence between 0.12 and 0.18 and show the distribution of SDR for those sources. I do this in Figure

3.7. As the bounds for binning the separated sources by confidence increase, the SDR distribution of the

separated sources increases. The mean SDR across all of the mixtures is 5.84 dB. As we increase the

confidence bounds for binning separated sources, we can find subsets of all of the separated sources that

have very high separation quality. At the highest bin, where confidence is between .37 and .43, we find 454

separated sources that have a mean SDR of 12 dB! This is very close to oracle performance (using the ground

truth source to construct a mask on the mixture) - 12.5 dB [195]. The confidence measure allows us to find

high-quality separated sources in an unsupervised way by using it as a selection mechanism on a collection

of separated sources. Separated sources that come from mixtures where the clustering algorithm had high

confidence generally have high separation quality. This will become important in Chapter 4, where we use

the confidence measure in different ways to bootstrap a deep source separation model.

So far, I have shown that the confidence measure can predict the performance of the direction of arrival

algorithm in anechoic mixtures. It is well known that the performance of the direction of arrival separation

algorithm is degraded when reverberation is added to the scene. Reverberation causes the direction of



101

Figure 3.8. Comparison of distributions for SDR and confidence for reverberant (orange)
vs anechoic (blue) conditions. The direction of arrival algorithm has difficulty with the
reverberant condition, as can be seen on the right graph. This is also reflected by lower
confidence for the reverberant mixtures, as seen on the left graph.

arrival features to blur slightly. Ideally, the confidence measure would be lower for reverberant conditions

vs anechoic conditions, as increased reverberation results in lower performance. In Figure 3.8, I show the

distribution of confidence and SDR for the reverberant data overlapped with that of the anechoic data.

It can be seen, that outside of the lower mode where the algorithm has failed completely on the anechoic

data, that the reverberant sources have lower confidence than the anechoic sources, reflecting the change in

mixture conditions.

I have shown that the confidence measure correlates well the actual ground truth performance for a

direction of arrival clustering algorithm. The relationship between confidence and SDR/SIR/SAR is statis-

tically significant, as shown in Figure 3.6. I can also use the confidence measure as a way of discovering

high-quality separated sources in an unsupervised way, as shown in Figure 3.7. The confidence measure can

thus be used a reliable proxy for actual ground truth performance.

3.6. Estimating performance of primitive clustering

The confidence measure I have proposed can not only estimate the performance of direction of arrival

clustering but other clustering-based separation algorithms as well. In this section, I show the relationship

between the confidence measure and primitive clustering, which I introduced in Chapter 2, Section 2.3.1.

Primitive clustering is a framework for combining multiple primitive source separation algorithms called
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primitive clustering. I showed that one such combination of primitive algorithms out-performed any of the

input primitives in isolation.

Recall that primitive clustering constructs an embedding space where every time-frequency point is

mapped to an embedding space using the soft-mask constructed via a primitive separation algorithm. For

example, the harmonic/percussive separation algorithm constructs a soft mask for every point where 0.0

indicates that the time-frequency point belongs to a percussive source and 1.0 indicates that the time-

frequency point belongs to a harmonic source. This is done for several primitive separation algorithms. In

Chapter 2, I use micromodulation, repetition, harmonic/percussive timbre, and time and pitch proximity as

the input primitives. Together, these map every point to a 4-dimensional embedding space. Here, I apply the

confidence measure to this embedding space and show that it correlates to actual ground truth performance

measured via SDR/SIR/SAR.

Recall that in the confidence measure there is a component that measures the size of the smallest cluster.

While that works for speech mixtures, it is not relevant for music mixtures and is thus not used here. Only

the first two components - the silhouette score and the posterior strength - are used. The reasoning for this is

that small clusters are possible in musical mixtures, as the number of time-frequency bins that could belong

to the vocals source is often much smaller than those that could belong to the accompaniment source. In

some mixtures, there may be only a few seconds of vocals in the entire song!

I apply the same primitive clustering algorithm described in Chapter 2, Section 2.3.1 that consisted

of four primitive algorithms. The four algorithms were based on micromodulation, repetition, time and

pitch proximity, and harmonic/percussive timbre. I applied the algorithm to the mixtures in the MUSDB

training set [173], which consists of 100 tracks with vocals, bass, drums, and other stems for each track.

The bass, drums, and other tracks are combined to form the accompaniment. The task was again vo-

cals/accompaniment separation. For each mixture, I obtained vocals and accompaniment estimates using

primitive clustering and computed the overall confidence measure using the procedure described in Section

3.4, as well as the actual performance metrics - SDR, SIR, and SAR.

The correlation between the confidence measure and actual performance is shown in Figure 3.9. We

observe a strong correlation between SDR, SIR, and SAR for the accompaniment, obtaining a p-value ⌧ .01

and an R
2 value of .56 for SDR, .62 for SIR, and .39 for SAR. We also see a correlation for the vocals sources

for SDR and SIR, but with lower R
2 values. However, for vocals SAR, we see no statistically significant

correlation.
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Figure 3.9. Relationship between confidence measure and actual performance for music
mixtures, using primitive clustering to separate each mixture. There are 100 points in each
plot, representing 100 separated sources that are either accompaniment (top row) or vocals
(bottom row). We see a strong correlation between confidence and actual performance for
accompaniment. We see a similar correlation for SDR and SIR for vocals, but no correlation
for SAR. The blue line is the line of best fit found via linear regression. The p-values and
r-values for each regression are overlaid on each scatter plot.

For primitive clustering, we can interpret the confidence measure in an interesting way. Recall that the

K-Means is applied to primitive clustering to compute the masks. The means used are fixed and are the

points where all of the primitive algorithms agree on how to label a time-frequency point. That is, they all

agree that a time-frequency point belongs to the accompaniment (0 in the soft mask) or to the vocals (1

in the soft mask). When confidence is high, it means that both components of the confidence measure are

high - the silhouette score indicates that the intercluster distance is high and the intracluster distance is low,

and the posterior strength indicates that most of the points are assigned strongly to one cluster. Thus, the

confidence measure is a proxy for how much the primitive separation algorithms agree on how to separate

the auditory scene. When the confidence measure is high, the algorithms all agree with one another, and

separation quality is high as seen in Figure 3.9. When it is low, the algorithms disagree with one another

and separation quality is also low.
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3.7. Estimating performance of deep clustering

Finally, the confidence measure can be applied to estimate, without ground truth to compare to, the

performance of source separation based on deep clustering. Deep clustering, which I presented in Chapter

1, Section 1.6.3.1, works by learning a mapping from time-frequency points to a D dimensional embedding

space where time-frequency points from the same source are near each other in the embedding space. The

embedding for each time-frequency point is learned via a deep network. The deep network maps each point

in the time-frequency representation (T ⇥ F ) to a D-dimensional embedding space (T ⇥ F ⇥ D. The D-

dimensional embedding space is then clustered to recover the sources, under the assumption that a cluster

represents a single sound source.

In this section, I apply the confidence measure to the deep embedding space learned by deep clustering

networks. I show that the confidence measure correlates with performance for two deep clustering networks.

One network is trained to separate mixtures of speakers and the other is trained to separate vocals from

accompaniment in music mixtures. Despite how different these two audio domains are, the confidence

measure can still be applied to both spaces to estimate the performance of deep clustering.

The first network we will deal with is a deep clustering network that is trained to separate vocals from

accompaniment in musical mixtures. The network architecture is a stack of 4 bidirectional long short-term

memory layers with 300 hidden units in both directions followed by a linear layer that maps each point to a 20-

dimensional embedding. The input to the network is a log-magnitude short-time Fourier transform (STFT)

with a filter length of 2048 and a hop length of 512. This input is very high-dimensional and also contains

linear frequency spacing. To lower the input dimensionality to make the network more efficient, I project

the STFT to a log-frequency spacing by using a mel-frequency projection [74]. The 2048 input frequencies

are projected down to 300 mel frequencies. After this, the features are fed to a instance-normalization layer

[180]. This is to shift the range of the inputs (which are between �80 and 0, due to the log-magnitude

transformation) to a better range for the learning process. The instance-normalization layer makes it such

that every example mixture has a mean of 0 and a variance of 1. This network architecture is standard in

the deep clustering literature and is shown to achieve good performance on many different separation tasks

[75, 104, 195].

The network is optimized using the weighted deep clustering loss function [195]:
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LDC,W (V, Y ) = kW 1/2(V V
T � Y Y

T )W 1/2k2F(3.8)

=
X

i,j

wiwj [hvi, vji � hyi, yji]2,(3.9)

This loss function optimizes the output embeddings of the network to match the ground truth affinity of

each time-frequency point. I trained the network for 100 epochs on 20000 15 second training mixtures that

are constructed using ground truth sources from the MUSDB training dataset [173]. The training mixtures

had a sample rate of 44100 Hz. During training, I select 400-frame excerpts from each mixture (about 4.6

seconds). I used the Adam [87] optimizer with a learning rate of 1e-3 and a batch size of 40. Validation loss

was tracked on a separate set of mixtures. If the validation loss did not improve for 10 consecutive epochs,

the learning rate was halved.

Figure 3.10 shows the relationship between the confidence measure and actual performance on the

MUSDB test set. We observe a correlation between confidence and performance for the accompaniment

sources, with significant p-values, and R
2 values of .46 for SDR, .56 for SIR, and .38 for SAR. We do not

observe as strong of a correlation between confidence and SDR for vocals, however, but we do for SIR. We do

not find any correlation between confidence and SAR for vocals, however, similar to the results for primitive

clustering.

To show that the confidence measure also works for a deep clustering network that is trained for a

different task, I trained a deep clustering network to separate speech mixtures. The setup of this network

was very similar to that of the music separation network with a few notable differences. There is no mel-

projection layer in this network. The filter length for taking the STFT was 512 (instead of 2048) and the hop

length was 128 (instead of 512). The training mixtures came from the spatialized WSJ0-2Mix (2 speakers

in every mixture) anechoic dataset described in Section 3.5. The 20000 mixtures had a sample rate of 8000

Hz. As the mixtures are multichannel, I selected only the first channel for training. I selected a 400-frame

excerpt from each mixture during training. The learning rate was 1e� 3, the optimizer was Adam, and the

batch size was 40. The network was trained for 50 epochs.

The relationship between the confidence measure and actual performance is shown in Figure 3.11. The

regression between the confidence measure and performance is statistically significant across all three perfor-

mance measures. This means that, using this confidence measure, we can reliably predict the performance



106

Figure 3.10. Relationship between confidence measure and actual performance for music
mixtures, using deep clustering to separate each mixture. There are 50 points in each plot,
representing 50 separated sources that are either accompaniment (top row) or vocals (bottom
row). We see a correlation between confidence and actual performance for accompaniment.
We see a similar correlation for SIR for vocals, but a weaker correlation for SDR, and no
correlation for SAR. The blue line is the line of best fit found via linear regression. The
p-values (measured via a Wald test [54]) and r-values for each regression are overlaid on
each scatter plot.

Figure 3.11. Relationship between the proposed confidence measure and three actual per-
formance measures - SDR/SIR/SAR - for deep clustering. Each dot represents a separated
source from the WSJ0 spatialized anechoic testing dataset (N = 3000). The blue line is the
line of best fit found via linear regression. The p-values (measured via a Wald test [54]) and
r-values for each regression are overlaid on each scatter plot.
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Figure 3.12. Filtering the separated sources using confidence. Each box-plot shows the
distribution of the separated sources that had an associated confidence between the bounds
on the x axis. For example, the first box plot on the left shows the distribution of SDR for 34
sources that had confidence between 0.00 and 0.04. As the limits increase, the distribution
moves upwards, obtaining sources with higher average SDR.

Figure 3.13. Visualizing confidence for different kinds of mixtures. FF indicates the mixture
contains two female speakers. MM indicates the mixture contains two male speakers. FM
indicates that the mixture contains one male and one female speaker. This last case is
the easiest to separate using the deep clustering model. Accordingly, it has both higher
confidence than same-sex mixtures as well as higher actual performance.

of a deep network in the wild. In Figure 3.12, I show how the confidence measure can be used to discover

high-quality separated sources in an unsupervised way when applying the network to a large set of mixtures.

We see that as we increase the limits of the confidence bins, the separation quality of the sources within

those limits increases as well, further demonstrating the relationship between the confidence measure and

actual performance. We can use the confidence measure to find a subset consisting of 950 sources of all of

the 10000 separated sources - 2 for each mixture - that has a mean SDR of 11.3 dB SDR. This is much

higher than the overall performance, which is 9.1 dB SDR.
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What is the cause of the variation in performance in deep clustering networks? Clearly, there are

mixtures it performs well on and mixtures that it performs poorly on, as seen in Figure 3.11. There are

types of mixtures that are hard to separate and ones that are easy to separate in the speech dataset. My goal

is to show that the confidence measure is sensitive to this, successfully identifying the easy mixtures versus

the hard mixtures. One important aspect of a mixture that dictates the performance of deep clustering is

the sex of the speakers in the mixture. Separating mixtures of two speakers where the two speakers are of

different sex is easier than separating mixtures where the two speakers have the same sex. This is because

mixtures of speakers of the same sex tend to have much more time-frequency overlap as the pitches of their

voices are closer. Same-sex mixtures have been established as a mixture type that deep speech separation

models struggle with [75]. Ideally, the confidence measure would be lower for same-sex mixtures than for

different-sex mixtures. Figure 3.13 shows the distribution of the confidence measure as well as SDR for three

mixture types: two female speakers, two male speakers, and one female speaker and one male speaker. The

confidence measure for this last case is on average higher than the other two harder cases, as is the actual

performance of the network.

I have shown that the confidence measure can estimate the performance of deep clustering networks that

are trained for very different tasks - separating speech and separating vocals from accompaniment.

3.8. Conclusion

I have presented a method for estimating the performance of source separation methods without ground

truth. This method worked by analyzing the embedding space used by several different clustering algorithms.

The analysis resulted in a simple confidence measure that can be applied to any clustering-based separation

algorithm. I showed that this confidence measure correlates well with actual performance across a variety

of audio domains (speech and music), using a variety of different clustering algorithms - ones based on

primitives and ones based on deep learning. This performance estimation method is important as it allows

one to deploy a separation algorithm in the wild and continuously estimate its performance. If this technology

were deployed in a hearing aid, we would be able to mediate between several different separation algorithms

(e.g. a direction of arrival method, a deep clustering model trained for speech, a deep clustering model

trained for music, and so on), selecting the one that is the best fit for the hearing aid wearer’s situation (e.g.

are they at a concert trying to hear the music or in a coffee shop or a crowded bar trying to hear their friend
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speak?). Finally, performance estimation is a crucial part of this dissertation, as it allows me to bootstrap

deep learning models for source separation without access to ground truth.
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CHAPTER 4

Putting it all together

Source separation systems based on deep learning are currently the most successful methods for separat-

ing recordings containing multiple concurrent sounds in underdetermined conditions, that is, where there are

fewer channels than sources [173]. Traditionally, deep learning systems are trained on many mixtures (e.g.,

tens of thousands) for which the ground truth decompositions are already known. Since most real-world

recordings have no such decomposition available, developers train systems on artificial mixtures created from

isolated individual recordings. Although there are large databases of isolated speech, it is impractical to find

or build large databases of isolated recordings for every arbitrary sound. This fundamentally limits the range

of sounds that deep models can learn to separate.

The traditional learning procedure for these source separation models is in contrast to how humans learn

to segregate audio scenes [8]: sources are rarely presented in isolation and almost never in “mixture/reference”

pairs. One can argue that the brain is able to learn to separate sounds without having access to large datasets

of isolated sounds. There is experimental evidence that the brain uses primitive cues (e.g., direction of origin

of a sound) that are independent of the characteristics of any particular sound source to perform an initial

segmentation of the audio scene [114]. The brain could use such cues to separate at least some scenes to

some extent, and use that information to train itself to separate more difficult scenes.

In this chapter, I present my work on bootstrapping deep learning models for source separation without

ground truth1. Bootstrapped deep learning models learn directly from mixtures, rather than via an artificial

and unrealistic training process. Bootstrapping allows us to train from the vast quantities of unlabeled audio

recordings that exist in the world, rather than from small sets of labeled, carefully curated audio recordings

that are not available for every source type one would like to learn how to separate. I use algorithms that

I developed that are based on primitives, described in Chapters 2 and 3, to accomplish this. The general

outline of my approach is as follows:

(1) Give each time-frequency points in the spectrogram a source label. This is done by

applying a clustering-based source separation algorithm to a set of mixtures (e.g. music recordings

1This chapter has supplementary audio examples: https://pseeth.github.io/public/thesis/ch4.html
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from YouTube, or mixtures of people talking). The clustering-based algorithms I deal with are

direction-of-arrival clustering and primitive clustering, as described in Chapter 2. The selected

algorithm produces estimated source labels for every time-frequency point in each mixture.

(2) Calculate the confidence we have in the labels. Apply the confidence measure described in

Chapter 3 to the embedding space associated with the selected clustering-based source separation

algorithm for each mixture.

(3) Use the estimated labels as ground truth for training a deep clustering network, weight-

ing the influence of training examples by the confidence we have in the labeling.

This is the gist of how bootstrapping deep computer audition models from unlabeled data (audio mixtures

where the source decompositions are not known) works in my framework. In this chapter, I demonstrate

three ways to instantiate this approach by leveraging a confidence measure in different ways.

4.1. Bootstrapping from a single cue: direction of arrival

The first scenario I deal with is bootstrapping a separation model from a single cue. In this case, I focus

on the task of bootstrapping a deep clustering model for speech separation using a direction of arrival cue.

The mechanics of the direction of arrival primitive were previously described in Chapter 2, Section 2.1, but

are restated here.

4.1.1. Primitive separation method

To separate via direction of arrival, I use a simple blind source separation method that clusters time-frequency

bins based on low-level spatial features present in stereo mixtures. The key idea is to exploit differences

between the two channels to decide which time-frequency bins go with which source. First, transform the

input stereo audio to a stereo complex spectrogram X
(c)
t,f where c is the channel, t the time index, and f

the frequency index. Then, extract the inter-channel phase difference (IPD) ✓ and the inter-level difference

(ILD) X
log:

✓t,f = \
⇣
X

(0)
t,f X

(1)
t,f

⌘
,(4.1)

�t,f =
20 log10

�
|X(0)

t,f |
�

20 log10
�
|X(1)

t,f |
� .(4.2)
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These features are then clustered to form masks. To bias the clustering towards bins with significant

energy, weight the computation of the means using the magnitude of each time-frequency bin. The posterior

assignments are used as masks on the complex spectrogram, using soft K-Means [77]:

(4.3) Mk(t, f) =
e
��D([✓t,f ,�t,f ],µk)

P
j e

��D([✓t,f ,�t,f ],µj)

4.1.2. Incorporating confidence

Recall from Chapter 3 that the confidence measure is comprised of three components: the mean silhouette

score for all of the time-frequency points, the posterior strength for each time-frequency point, and the size

of the smallest cluster in the embedding space. These three measures are multiplied by each other to form

an overall confidence measure for each time-frequency point xi in the time-frequency representation X:

(4.4) CONFIDENCE(xi, X) = S(X) ⇤ P (xi) ⇤R(X)

Next, recall that the original objective function for deep clustering is as follows:

C(✓) = |Â�A|2F(4.5)

= |V V
T � Y Y

T |2F(4.6)

where ✓ is the parameters of a neural network, Â is the affinity matrix constructed using the embeddings

V for each time-frequency point as output by the neural network, and A is the target affinity matrix

constructed using Y . F indicates the Frobenius norm. This loss function is then adapted [195] to incorporate

weights for each time-frequency point as follows:

LDC,W (V, Y ) = kW 1/2(V V
T � Y Y

T )W 1/2k2F(4.7)

=
X

i,j

wiwj [hvi, vji � hyi, yji]2,(4.8)
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The weight matrix W is a diagonal matrix where each element wi contains a non-negative value that

represents the weight of the corresponding time-frequency point xi. Wang et al. [195] sets each wi to be

the magnitude (loudness) of the corresponding time-frequency point |xi|. This has the effect of making the

training process focus on points that are louder during training, rather than silent points. I will refer to this

from now on as magnitude weighting. Hershey et al. [65] sets each wi to be the inverse of the size of the

partition that xi belongs to according to the time-frequency assignments Y . This has the effect of making the

network focus equally on both classes in each mixture. If in one mixture, the source classes are unbalanced,

as is the case in vocals vs accompaniment mixtures, this weighting scheme weights the points corresponding

to the vocals higher than the accompaniment. I will refer to this scheme from now on as class weighting.

I propose an additional weighting scheme, called confidence weighting. This is done by using the CON-

FIDENCE equation in Equation 4.4. Each point xi has corresponding confidence, which is between 0.0 and

1.0. I adjust the confidence measure slightly to incorporate a tunable parameter ↵ as follows:

(4.9) CONFIDENCE(xi, X) = (S(X) ⇤ P (xi) ⇤R(X))↵

This tunable parameter ↵ raises the confidence measure to some power. If alpha = 0, then the weights

are all set to 1, flattening the confidence across all the points. As ↵ gets higher, points that have higher

confidence become more and more important relative to low confidence points, causing the network to focus

more and more on high confidence points during training. The setting of ↵ is important to the bootstrapping

process, as I will show in experiments later.

4.1.3. Experimental design

I demonstrate this approach to bootstrapping on a dataset which consists of speech mixtures. The goal of

the following experiments is to answer the following questions:

(1) What is the effect that ↵ has on the separation performance of the bootstrapped model?

(2) How does the performance of the bootstrapped model compare to the performance of the primitive

used to train it?

(3) How does the bootstrapped network perform compared to a deep clustering network trained using

ground truth labels?
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The mixtures are constructed such that there are two speakers in each of them, which are panned to

random spatial locations in the scene. This is the same dataset used in Chapter 3, Section 3.5 - the Wall

Street Journal dataset, consisting of 20000 spatialized mixtures for training, 5000 mixtures for validation,

and 3000 mixtures for testing. I use the anechoic data from that dataset here. I bootstrap a trained model

from the direction of arrival primitive separation algorithm applied to these mixtures.

As mentioned in Chapter 3, it is important to recall that there is no guarantee the direction of arrival

separation method will work at all. In some mixtures, the speakers are well separated spatially while in

others they are either overlapping in spatial location or one speaker is much louder than the other. In these

situations, the direction of arrival algorithm will not work at all.

I train a single-channel deep clustering network for speech separation. It is bootstrapped from the output

of the direction of arrival algorithm in concert with the confidence measure. I generate estimated labels for

each mixture in the training set by applying the direction of arrival algorithm with K = 2 for the K-Means

clustering algorithm to a stereo mixture consisting of the first channel of each training mixture combined

with a random other channel of the same mixture (there are 8 channels in total for each training mixture

in the dataset). The parameters of the direction of arrival algorithm are as follows: the window size of the

STFT (the time-frequency representation used here) is 512 samples, the hop length is 128 samples. Each

mixture has a sampling rate of 8000 Hz.

Applying the direction of arrival algorithm to results estimated time-frequency labels that separate each

training mixture into two sources. Only the first channel is used as input to the deep clustering network. It

is important to realize that the deep clustering network and the direction of arrival algorithm do not have

access to the same information. The deep clustering network only gets a single channel as input, whereas the

direction of arrival algorithm gets two channels as input. This means that the deep clustering network does

not get access to the same information that the direction of arrival algorithm gets access to. It cannot use

spatial information to separate the speakers, so it must learn a different approach to separate the speakers.

For each mixture in the training set, I compute the confidence measure for each time-frequency point in

each mixture. This results in a confidence weight that is incorporated into the training process as laid out in

Equation 4.7. Finally, the class weighting and magnitude weighting schemes are also incorporated into the

loss function by multiplying all three weighting schemes together. This makes the network focus on points

that are loud and confident.
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The deep clustering network consists of 4 bidirectional long short-term memory layers (BLSTM) with

300 hidden units in each direction (so 600 total), followed by a linear layer that projects each time-frequency

point to an embedding of dimensionality D = 20. There is a sigmoid activation on the embedding. Each

embedding is also constrained to have unit norm, as is standard for deep clustering networks [65]. Before the

BLSTM layers, there is an instance normalization layer which standardizes each mixture’s time-frequency

representation to have zero mean and unit variance [180].

The network is trained for 50 epochs with a batch size of 40, with a total dataset size of 20000 training

mixtures. This results in a total of 25000 iterations. I used the ADAM optimizer with a learning rate of

2e-4, and �1 = .9,�2 = .999 (the default � values for the PyTorch [132] implementation of the optimizer).

Dropout - zeroing out a random fraction of the weights in a layer - with a value of 0.3 is applied to each

BLSTM during training. Finally, the value of ↵ in Equation 4.9 is set to be either 0.0, 0.4, 1.0, 2.0, 4.0 or 8.0.

This results in 6 bootstrapped networks, all with the same network architecture and that are all initialized

with the same weights.

The upper baseline in terms of performance is a network that is trained using the actual ground truth

labels for each training mixture. This network has the same configuration as the bootstrapped networks

described above. The training parameters are identical. The only difference between the network trained

with ground truth and the bootstrapped networks is the training data. All 7 networks (6 bootstrapped + 1

ground truth) were initialized with the same random seed (0), making the only differences be the value of ↵

during training for the bootstrapped networks, and the training data for the ground truth network.

For evaluation, I use the scale-dependent evaluation metrics from [93]. These metrics are scale-dependent

source-to-distortion ratio, source-to-interference ratio, and source-to-artifact ratio. The value and interpre-

tation of these measures was discussed in Chapter 2, Section 2.2.5.2.

4.1.4. Results

There are a total of 7 trained deep clustering networks, 6 of which are bootstrapped from the direction of

arrival primitive, and 1 which is trained using ground truth. Additionally, there is the direction of arrival

primitive separation algorithm by itself, without training. Each of these networks, as well as the primitive,

is evaluated on the testing data from the spatialized anechoic Wall Street Journal dataset.

Figure 4.1 shows the effect of ↵ on the training process for each of the bootstrapped networks. As ↵

increases, mixtures that have higher confidence are stressed in the cost function used to train the network. At
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Figure 4.1. Performance of bootstrapped networks that are trained with different values of
↵, the weight of the confidence measure during training. As ↵ increases, there is a trade-off
between the quantity of the data and the quality of the labels used to train the model.
Performance peaks at ↵ = 2.

↵ = 0, it shows very poor performance, with low SDR, SIR, SAR. As ↵ increases, we observe a peak at 2, and

the diminishing performance thereafter. I conclude that ↵ has a significant effect on the performance of the

bootstrapped networks. However, settings of ↵ that are too high or too low result in lower performance. To

understand why this is, recall that deep learning networks require two things to perform well: high-quality

training data and a great amount amount of training data [53]. As ↵ increases, the quality of the data

increases, but the quantity of the data decreases. This trade-off between quality and quantity leads to the

trend in Figure 4.1. From the experiments in Chapter 3, Section 3.5, we know that the confidence measure

and actual performance are correlated. Thus, incorporating the estimated performance of the clustering

algorithm is important to the bootstrapping process, to ensure that the deep network gets enough data with

sufficient quality to train.

Next, I compare the performance of the following approaches:

(1) The direction of arrival primitive by itself.

(2) The best bootstrapped model, which was trained with ↵ = 2.

(3) A random ensemble of the bootstrapped model and the primitive that is constructed as follows: for

each test mixture, run the primitive as well as the bootstrapped model. Pick randomly between

the two.

(4) A confidence-based ensemble of the bootstrapped model and the primitive: for each test mixture,

run the primitive and the bootstrapped model. Compute the overall confidence measure on the

direction of arrival embedding space, as well as the bootstrapped deep clustering embedding space.

Pick whichever approach has higher overall confidence.
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Figure 4.2. Performance of bootstrapping compared to other methods. The bootstrapped
model performs on par with the primitive used to train it. However, the bootstrapped
model can work in scenarios where the primitive fails, leading to an ensemble that out-
performs either by itself. Ensemble (rand.) chooses randomly between the primitive and
the bootstrapped model. Ensemble (conf.) chooses based on which method has higher
confidence. Ensemble (oracle) is the upper bound on an ensemble approach.

(5) An oracle ensemble of the bootstrapped model and the primitive. For each test mixture, run both

approaches. Pick whichever approach had higher ground truth performance (this is the upper

baseline for an ensemble approach).

(6) The network trained with ground truth labels (upper bound on performance for any bootstrapped

network).

The results for each of these approaches is shown in Figure 4.2. First, I found that the bootstrapped

model performs about as well as the primitive separation approach used to provide ground truth for training

it. However, recall that the primitive algorithm does not work when the speakers in a mixture are not

spatially separated from one another. In these cases, the primitive utterly fails to separate the scene.

However, since the bootstrapped model was trained on single-channel input it was not able to learn to use

stereo cues to determine direction of origin (the cue used by the system that provided training examples.

This is remarkable because the bootstrapped model learned something orthogonal to the primitive that

trained it. It therefore learned an approach that allows it to separate single-channel mixtures, where it is

not possible to determine direction of arrival. This is shown in Figure 4.3, where the performance of both

the primitive and the bootstrapped network is shown for every mixture in the test. There are many points

where the bootstrapped network significantly out-performs the primitive and vice versa.
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Figure 4.3. Performance of the best bootstrapped network (↵ = 2) vs performance of direc-
tion of arrival primitive used to train that network on the test set. Every dot represents a
mixture in the test set. Points on the red line have equal performance by both approaches.
Points to the right of the line mean the primitive out-performed the bootstrapped network.
Points to the left of the line mean the bootstrapped network out-performed the primitive.

Therefore, an ensemble approach is fruitful and this is shown in the data. The random ensemble does

not out-perform either primitive by itself, but the confidence-based ensemble does, reaching an SDR of 7.1

dB, nearly 1.5 dB higher than either the primitive or the bootstrapped model by itself! This indicates that

the confidence measure is useful for picking between approaches, even if those approaches have very different

mechanics (direction of arrival clustering vs deep clustering). The confidence-based ensemble does fall short

of the oracle ensemble, indicating that there are further possible improvements to be made in the confidence

measure.

The network bootstrapped from direction-of-arrival information still falls short of the performance of

the network trained on ground truth. However, a bootstrapped network is trained without access to ground

truth data and can be trained using any mixture where the direction of arrival primitive will work (e.g. music

mixtures). The confidence measure allows us to deploy this training process in the wild, collecting high-

quality data in an unsupervised way. The networks can be trained to separate any arbitrary audio sources

(not just speech), so long as the primitive has a chance of working on the in-the-wild mixtures. Finally, the

training process outlined here makes for deep clustering networks that can adapt to new data, constantly
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learning from auditory scenes that are encountered in the wild. Given any stereo mixture, the direction of

arrival algorithm could be run on it. The confidence measure can predict if the direction of arrival algorithm

works. Then the network can be trained on the resulting labels, mediated by the confidence measure.

4.2. Bootstrapping via remixing

The next bootstrapping technique I will present is that of bootstrapping via remixing. In the previous

technique, I learned a model directly from the same set of mixtures that the primitives were applied to.

In this alternative approach, the idea is instead to create new mixtures from the sources separated by the

primitive and train a network using the new mixtures, using the separated sources as “ground truth” during

training. I present this bootstrapping approach on a different task from the previous one: separating vocals

from accompaniment in music.

4.2.1. Primitive separation method

The primitive separation used here is primitive clustering. The details of primitive clustering are in Chapter

2, Section 2.3.1 but are also briefly restated here. Primitive clustering works by running multiple primitive-

based algorithms on a single mixture and then combining their output. Each algorithm produces a soft

time-frequency mask that separates a mixture in some way. Each primitive maps each time-frequency point

is mapped to a number between 0 and 1. All of the primitives map each time-frequency point to a primitive

embedding space, as shown in Figure 4.4.

To turn the embedding space into a soft mask that takes into account all of the decisions made by each

algorithm, I use soft K-Means clustering [77]. Instead of running K-Means to discover the means, I fix them

to be the points µ0 = [0]N and µ1 = [1]N . I then use the distance of the primitive embedding of every

time-frequency point to these means to calculate the soft mask for each source Mk(t, f) at each point as

follows:

(4.10) Mk(t, f) =
e
��D(F(X(t,f)),µk)

P
j e

��D(F(X(t,f)),µj)

where D(x, y) is the Euclidean distance between points x and y. This is familiarly the softmax function.

It maps distances in the embedding space to values between 0 and 1. �, which I found to have an effect on

the performance of primitive clustering, is set to 5.0 here.
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Figure 4.4. The process for making a primitive embedding space. A set of primitive algo-
rithms is run on the mixture. Each algorithm produces a mask with values between 0 (blue)
and 1 (red) that indicates how it is segmenting the auditory scene. The performance (using
source-to-distortion ratio - SDR) for each algorithm is shown. Together, the three masks
map each time-frequency point to a 3D embedding space, shown on the right. The marked
point was classified by the three primitives as melodic, not repetitive, and harmonic.

4.2.2. Incorporating confidence

In Chapter 3, I showed that the confidence measure is predictive of separation performance for primitive

clustering. I will now show how to incorporate the confidence measure into a training process. First, a set of

mixtures is separated using primitive clustering. Then for each mixture, the overall confidence is computed,

rather than the confidence for every time-frequency point in every mixture. Finally, of the three components

of the confidence measure, only two are used: the sampled silhouette score and the posterior strength. For

the same reasons as in Chapter 3, the size of the smallest cluster measure is not used, as accompaniment

and vocals are naturally unbalanced classes. The silhouette score is computed by sampling the silhouette

score (with N = 1000) from the top percentile of time-frequency points by loudness for each mixture. The

posterior strength score is computed by taking the mean of this same top percentile of time-frequency points.

This produces a single overall confidence number for every mixture.

Next, we use the computed overall confidence measures to sift through the separated sources to find

high-quality separated sources. Since we do not have access to the ground truth quality of the separated

sources during the bootstrapping process (otherwise, we would be able to just use ground truth sources),

we instead use the confidence measure, which I showed to be predictive of ground truth quality in Chapter

3. Figure 4.5 shows the result of sifting through the separated sources on the MUSDB train set (N = 100).
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Figure 4.5. Filtering the separated vocals and accompaniment sources produced by primitive
clustering using confidence on the MUSDB train set. Each box-plot shows the distribution
of the separated sources that had an associated confidence between the bounds on the x

axis. For example, the first box plot on the left shows the distribution of SDR for sources
that had confidence between 0.39 and 0.42. As the limits increase, the distribution moves
upwards, obtaining sources with higher average SDR.

As I increase the bounds on overall confidence for each box-plot, the distribution of actual performance

(measured via source-to-distortion ratio) goes up.

The overall approach, then, is to first use the confidence measure to select separated sources on some large

set of mixtures. Separated sources that have confidence below some tunable threshold ⌧ can be discarded.

The remaining separated sources are then remixed to create new mixtures which are used to train a deep

clustering network. These remixes serve a few purposes. First, they augment the amount of data that is

used to train the deep clustering model, as the remixes are diverse. For instance, given 1000 separated vocals

and accompaniment sources, there are one million possible remixes. Without remixing, there are only 1000

possible mixtures that can be used. Second, the separated sources are separated via primitives, which are

functions of characteristics of the original mixture (e.g. how repetitive it is, if there is percussion, and so on).

The remixes are not likely to share those characteristics, as the vocals and accompaniment are unrelated
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sources. This forces the deep clustering network to learn a different way to separate the vocals from the

accompaniment. Similarly, in the bootstrapping method considered in Section 4.1.3, the primitive separation

method required two channels to compute. Therefore, to have the deep clustering network learn a different

way to separate the sources, I made the input to the deep network single-channel. The remixing procedure

is similar to this.

Finally, unlike the bootstrapping method in Section 4.1.3, where the confidence measure was incorporated

during training, here the separated sources are used as if they are actually ground truth. The deep clustering

objective function is applied normally, with magnitude and class weighting, and without confidence weighting.

This puts the focus of method on simply using the confidence measure to obtain high quality sources that

can be remixed. The two methods could be combined but this is saved for future work.

4.2.3. Experimental design

I demonstrate the bootstrapping via remixing approach on a dataset which consists of music mixtures. The

goal of the following experiments is to answer the following questions:

(1) Does the bootstrapped deep clustering network out-perform the primitive source separation method

used to train the bootstrapped network?

(2) What is the effect of selecting separated sources for remixing using the confidence measure?

(3) What is the effect of increasing the amount of available data that is used to create the mixtures?

(4) How does the bootstrapped network perform compared to a a deep clustering network trained from

ground truth?

I use the MUSDB dataset, which consists of 150 tracks, 100 of which are used for training and 50 of which

are used for testing. This dataset was previously used in Chapters 2 and 3. The task for the experiments

in this section is, given a musical mixture, separate out the vocals from the accompaniment in the mixture.

As the lower baseline, the primitive separation method is evaluated on the test set of MUSDB. The goal is

for the bootstrapped deep clustering to out-perform this lower baseline.

Each deep clustering network has a similar architecture to the networks used in Section 4.1.3, using

hyperparameter settings and an architecture that is commonly used in deep clustering literature [75, 105,

195]. The networks consist of a stack 4 BLSTM layers, followed by a linear layer that projects every time-

frequency point to an embedding of size D = 20. The output of the linear layer is put through a sigmoid

activation and is unit normalized. An instance normalization layer is used prior to the stack of BLSTM layers.
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After the instance norm layer, there is a mel projection, which projects the input frequencies to a 300 mel

frequency basis. This has the effect of transforming the linear frequency spacing of the input representation to

log frequency spacing. This is commonly done for music separation networks [104], because mel-frequencies

more closely reflect the important information in musical mixtures.

To create training mixtures for the ground truth network, I took the 100 training tracks from the

MUSDB dataset and remixed them to create 20, 000 new mixtures. This was done by taking random 15

second snippets from some accompaniment source (the sum of the bass, drums, and other stems) and some

vocals source in the dataset and remixing them at some random signal-to-noise ratio between �2.5 and 2.5

dB. I created 20000 15 second mixtures using this process. Each mixture had a sample rate of 44100 Hz,

and an STFT was taken of each with a window length of 2048 and a hop length of 512.

The network was trained using sequences with a length of 400 frames (about 4.6 seconds) taken from each

mixture in the training set. There are 20, 000 total mixtures, each 15 seconds long. A 400 frame sequence

was taken at a random offset every time a particular mixture was used during training. One epoch was a

single training pass over all 20, 000 mixtures. The network was trained for 50 epochs. I used the ADAM

[87] optimizer with a learning rate of 2e-4, and �1 = .9,�2 = .999. Dropout with a value of 0.3 is applied

to each BLSTM during training. The resultant network, trained with ground truth (i.e. perfectly isolated

recordings of sound sources, prior their being mixed together), is the upper baseline for all the bootstrapped

networks.

The bootstrapped networks had exactly the same network architecture as the ground truth network.

The only difference between the training procedure for a bootstrapped network and training procedure for

the ground truth network was the data from which it was trained. The training data for bootstrapping is

generated by applying the primitive clustering method (described in Section 4.2.1) to a set of mixtures and

remixing the resulting separated sources. The procedure for generating the separated sources for training

a bootstrapped network is the same for all sets of mixtures - the only change is the underlying mixtures

contained in each set. I will first describe the procedure, and then the various sets of mixtures I used.

For each mixture in the set, I first split it up into segments of length 30 seconds with 15 second overlap

between segments. The loudness of each segment was computed via root mean square (RMS) of the amplitude

of the time-series representation of the segment. If the RMS was below the 25th percentile of RMS across

all the segments being processed, it was discarded. Otherwise, it was included. I applied the primitive

clustering algorithm to each 30 second segment, resulting in a separated accompaniment and vocals source



124
for each segment. Finally, I created a new mixture from the separated sources from different songs. This is

done by choosing a 15 second excerpt from some separated accompaniment source and a 15 second excerpt

from some separated vocals source and mixing them with a random signal-to-noise ratio chosen between

�2.5 dB and 2.5 dB. The vocals and accompaniment sources can be from different songs. I repeated this

procedure 20000 times to create 20000 mixtures. The separated sources that went into each mixture were

used for training a deep clustering model via bootstrapping.

The separated sources used to create each new mixture can be selected via the confidence measure.

Each separated source was extracted from some mixture using primitive clustering. There is an overall

confidence measure with each separated source based on the mixture that the separated source came from.

The confidence measure is predictive of the separation quality. Each separated source can then be included

or excluded from the remixing process by using the value of the confidence measure on the mixture the

separated source came from. Figure 4.5 shows how the ground truth quality (measured via SDR) of the

separated sources generally improves as the value of the confidence measure increases. By computing the

confidence measure across the entire set of mixtures, one can filter the separated sources used, excluding

low-quality sources from the remixing process. I set fixed thresholds that are based on the distribution of

the confidence measure across the entire set. Everything below a percentile ⌧ is excluded from the remixing

process. In my experiments, I show the relationship between selecting separated sources based on confidence

and the performance of the bootstrapped network.

I experimented with three sets of mixtures. The first set only used the mixtures included in the MUSDB

train set. There are 100 songs in the MUSDB train set. The procedure above is applied, resulting in 1008

30 second segments separated into vocals and accompaniment sources. The next set augments the MUSDB

train set with additional music recordings that are downloaded from YouTube. The music recordings were

gathered by downloading playlists from YouTube, resulting in an additional 831 songs across 4 genres -

oldies, opera, pop, and rock. This resulted in 1008 + 8655 = 9663 30 second segments (1008 being from the

MUSDB train set, and 8655 from YouTube) that are separated into vocals and accompaniment sources. The

final set adds in the MUSDB test set, which consisted of 50 songs. The test set adds in an additional 560 30

second segments to the 9663 30 second segments, resulting in a total of 10223 segments. The performance of

the bootstrapped network when using these three sets of mixtures shows the effect of increasing the amount



125

Figure 4.6. Performance of bootstrapping when the training mixtures are constructed with
different quartiles of the training set, organized by the confidence measure. Q1 indicates
that the network was bootstrapped from separated sources in the lowest quartile: sources
that had a confidence below the 25th percentile of all confidence measures in the training
set. Q2 indicates the next quartile, between 25th and 50th. Q3 (50th to 75th percentile),
and Q4 (above 75th percentile) are defined similarly. We see that the network bootstrapped
from the lowest quartile has very poor performance, indicating that the confidence measure
is good at ruling out low-quality sources. Q2 and Q3 have similar performance, while Q4
has a slight degradation in separation quality.

of available data used to create the training data. Finally, separated performance is evaluated using scale-

dependent source-to-distortion ratio, source-to-interference ratio, and source-to-artifacts ratio, as described

in Section 2.2.5.2.

4.2.4. Results

I first investigated the effect of the selection procedure using the confidence measure. This is shown on

the first set of mixtures, which only included the mixtures from the MUSDB train set. The MUSDB train

mixtures are split into 1008 30 second segments, resulting in 1008 separated vocals sources and 1008 separated

accompaniment sources. Each separated source has an associated confidence measure with it. We can sort

the separated sources by the confidence measure and split them into quartiles. The first quartile contains all

the sources that had a confidence below the 25th percentile. The second includes all the sources between the

25th and 50th quartile, and so on. Each quartile contains 252 30 second separated vocals and accompaniment
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Figure 4.7. Performance of bootstrapping compared to other methods. The bootstrapped
model significantly out-performs primitive clustering, which was used to train it, but falls
short of the performance of the ground truth model in terms of SDR and SIR.

that are remixed into 20000 mixtures. These mixtures are then used to bootstrap 4 separate deep clustering

networks, one from each quartile.

The results are shown in Figure 4.6. The performance of each quartile is marked Q1 (up to 25th per-

centile), Q2 (25th to 50th percentile), and so on. The performance of the bootstrapped network bootstrapped

from the separated sources in the first quartile is far lower than the three other quartiles. This shows that

bootstrapping a network from low-confidence sources will have a detrimental effect on separation perfor-

mance. This network achieves a very low SDR of 1.57 dB, which is far below primitive clustering on its

own, which achieved 2.93 dB SDR. Q3 was the best performing quartile, with 2.71 dB SDR. However, it

achieved very similar performance to Q2, with the two having identical SIR. Finally Q4 achieves slightly

lower performance at 2.43 dB SDR. These results indicate that the confidence measure is very good at ruling

out low-quality sources for training a network but is less predictive for higher-quality sources.

I then investigated using larger datasets to bootstrap a deep clustering network. The other two sets of

mixtures, which include the YouTube data as well as the MUSDB test set, are much larger than the MUSDB

train set by itself, adding an additional 881 unique songs, resulting in an additional 9215 30 second segments

that can be included in the remixing process. The results from the experiment detailing the effect of the
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different quartiles suggest that discarding the lowest quartile and using the upper three quartiles, which had

similar performance, is a reasonable setting. Thus, everything below the 25th percentile is excluded from the

remixing process in these networks (⌧ = 25). Figure 4.2 shows the performance of the following approaches:

(1) PCL - Primitive clustering by itself. This is the performance of the unsupervised primitive clustering

algorithm and is the lower baseline. The primitive clustering algorithm included micromodulation,

repetition, time and pitch proximity, and harmonic/percussive timbre.

(2) B:TR - The bootstrapped network that is trained off remixes created using only the MUSDB train

set using the third quartile, which was the best performing quartile as shown in Figure 4.6.

(3) B:TR+YT - The bootstrapped network that is trained off of remixes created using the second set

of mixtures which included the MUSDB train mixtures as well as the additional 831 songs from

YouTube, with ⌧ = 25.

(4) B:ALL - The bootstrapped network that is trained off of remixes created using the MUSDB train

set, the YouTube data, and the 50 songs from the MUSDB test set, again with ⌧ = 25.

(5) GT: The deep clustering network that is trained using ground truth, generated using the MUSDB

train set.

First, note that the bootstrapped models that are trained with the YouTube data (B:YT+TR and

B:ALL) out-perform the primitive clustering method considerably, achieving considerably higher SDR, SIR,

and SAR. Second, note that the amount of data that is used to create the mixtures has a considerable effect

on the performance of the bootstrapped networks. The model that is trained with only mixtures created

from the MUSDB train set has SDR lower than the primitive method. Increasing the amount of data using

the YouTube mixtures increases the performance by .68 dB SDR. Using the test set in the remixing process

further increases the SDR by .1 dB. The performance of the bootstrapped networks still falls short of the

ground truth network. This gap in performance could perhaps be addressed by adding more data. Note

that it is much easier to add training data for a bootstrapped network than for one trained on traditional

ground truth separated sources, since any audio mixture can be used as training data.

4.3. Conclusion

In this chapter, I have presented a method for training deep clustering networks directly from mixtures

without ground truth. The general procedure is to separate the mixtures using primitive separation methods.

Then, the performance of the primitive separation method is estimated using an unsupervised confidence
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measure, developed in Chapter 3. Finally, the confidence measure is incorporated into the training process

for a deep clustering network. I call this entire process bootstrapping. One way to instantiate this procedure

was demonstrated using a single primitive source separation method - direction of arrival - applied to a

set of speech mixtures. A model was then trained off the output of the primitive on each mixture, with

the loss function mediated by the confidence measure. The training process thus focused on learning from

separations that I was confident were correct. I show that the bootstrapping method can result in a network

that performs on par with the primitive used to train it. However, the ensemble of the bootstrapped method

and the primitive used to train it out-performed either approach by itself.

Another way to instantiate the bootstrapping procedure was demonstrated using a multiple primitive

source separation method (primitive clustering) applied to a set of music mixtures. The training procedure

for this method is different, as it instead uses the primitive separation method to create a large quantity of

separated sources that can then be remixed into new sources. The confidence measure is used to sift through

the separated sources so that the remixing procedure excludes sources that are likely to be low-quality. I

was able to train a bootstrapped music separation model that out-performs the primitive source separation

method directly from music mixtures drawn from MUSDB as well as YouTube.

The endless amount of audio mixtures that are available for download makes these bootstrapping tech-

niques an exciting approach that can be used to learn how to separate any source (e.g. learning to separate

trumpet by training from Miles Davis albums), given that the primitive separation algorithm works on at

least some of the mixtures. Which mixtures the algorithm works on does not have to be decided by hand

but can rather be predicted in an unsupervised manner by using the confidence measure.
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CHAPTER 5

Conclusion

In this dissertation, I have proposed a method for training a deep learning model for audition without

access to ground truth labels. My approach for training these models is follows. The system first applies

primitive separation algorithms to an auditory scene. These primitives are inspired by human audition, such

as our tendencies to group sources by spatial location, repeating vs not repeating, common fate, pitch and

time proximity, and so on [8, 114, 116, 156, 160, 161]. It then estimates the confidence it has in the labels

produced by the primitives. The goal is to focus the learning process for the deep network on learning the

labels that are more likely to be correct. Finally, I train a network using the labels produced by the primitive

audio source separation algorithms. The labels are mediated by the confidence measure so that the network

avoids learning from noisy or incorrect labels. The result is a source separation model that can learn to

segment the auditory scene without ground truth by bootstrapping its understanding of the auditory world

using primitive unsupervised audio source separation algorithms.

To accomplish this, I created novel methods that advanced the state-of-the-art in primitive source sepa-

ration, unsupervised estimation of performance of source separation algorithms, and unsupervised learning

of separation models. In Chapter 2, I presented two major advances to primitive source separation. The first

was the 2DFT algorithm, which can be effectively used to separate auditory scenes based on three primitives:

frequency micro-modulation, repetition, and common fate. I showed that the 2DFT algorithm has similar

behavior to humans when presented with the same auditory stimuli. It can separate repeating sounds from

non-repeating sounds, recognize when a tone is being micromodulated in frequency, and groups moving tones

from non-moving tones in auditory scenes. I showed that 2DFT out-performs all known competing primitive

separation algorithms for the task of vocals separation from musical mixtures.

I then showed how different primitive algorithms can be used together such that the combination of them

out-performs any single algorithm in isolation. My framework for doing this was called primitive clustering.

In experiments, I showed it to out-perform all of its input methods on the task of separating vocals from

accompaniment.
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In Chapter 3, I presented a method that can estimate the quality of an audio separation produced by

clustering-based separation algorithms without the need to compare to ground-truth isolated sound sources.

The method works by analyzing the embedding space that is used in a clustering-based separation algorithm.

The confidence measure is entirely unsupervised. In experiments, I showed that the confidence measure

correlated well with actual ground truth performance across a variety of audio domains (speech and music)

and with many different clustering based source separation algorithms, including ones based on primitives

as well as ones based on deep learning. The performance estimation method is important as it allows one to

deploy a separation algorithm in the wild and continuously estimate its performance. If this technology were

deployed in a hearing aid, we would be able to mediate between several different separation algorithms (e.g.

a direction of arrival method, a deep clustering model trained for speech, a deep clustering model trained

for music, and so on), selecting the one that is the best fit for the hearing aid wearer’s situation.

Finally, the methods presented in Chapters 2 and 3 were brought together with deep learning in the

Chapter 4 to realize a computer audition model that embodies the opening quote of this dissertation:

“ The innate influences on [audition] should not be seen as being in opposition to prin-

ciples of learning. The two must collaborate, the innate influences acting to ‘bootstrap’

the learning process. ”
Albert Bregman, Auditory Scene Analysis, p. 40, 1994

Finding ways to bootstrap the learning process was the central goal of this dissertation. The method I

have proposed works by using a confidence measure in concert with a training procedure to learn a source

separation model without access to any ground truth sources. In Chapter 4, I proposed and tested bootstrap-

ping procedure for two tasks: learning to separate speakers that are talking simultaneously, and learning

to separate vocals from accompaniment in music mixtures. For speech, I bootstrapped a model based on

the direction of arrival primitive. The direction of arrival primitive separates by identifying what location

sounds are coming from. Sounds coming from the left are separated from sounds coming from the right.

For music, I bootstrapped a model from primitive clustering, an ensemble approach that combines multiple

primitives in an effective way that I proposed in Chapter 2.

In both cases, I found that the bootstrapping process can lead to a significant boost in separation

quality compared to the primitives by themselves, despite the fact that the networks are learned directly
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Figure 5.1. Comparison between music separation approaches. I started with a set of prim-
itive algorithms: harmonic/percussive timbre (HPSS), time and pitch proximity (Melodia),
micromodulation (2DFT-M), and repetition (2DFT-R). I presented a way to combine them,
called primitive clustering (PCL). Primitive clustering out-performs all of the primitives
that are in it. Finally, I bootstrapped a deep clustering network from primitive clustering,
further improving the separation performance (B-DPCL).

from the primitives. In the case of bootstrapping from direction of arrival, I found that the ensemble of

the bootstrapped network and the primitive out-performed either in isolation. The ensemble was done by

applying the confidence measure to the embedding spaces of the two clustering algorithms - direction of arrival

clustering and deep clustering. Whichever approach had higher confidence was chosen in the ensemble. In

the case of bootstrapping from primitive clustering, I found that the bootstrapped networks significantly

out-performed the primitive clustering by itself, resulting in separated sources with much higher quality.

Figure 5.1 shows the progression of vocals separation performance throughout this thesis. I started with

a set of primitive-based separation algorithms, one of which I created - the 2DFT algorithm that can be used

for repetition-based or micromodulation-based separation. The other primitives were harmonic/percussive

timbre and time and pitch proximity. The best performing primitive was my proposed 2DFT algorithm,

which used repetition for separation. It achieved 2.54 db SDR on a test set consisting of musical mixtures.

Primitive clustering further improved the performance, achieving 2.93 dB SDR on the same test set. This is

considerably higher than any primitive in isolation. Finally, a deep clustering network that was bootstrapped

from primitive clustering out-performed primitive clustering, achieving 3.39 dB SDR.
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5.1. Limitations

The greatest limitation the work presented in this thesis has is that the resultant networks are still not

at the quality of a network trained from ground truth labels. There are ways forward that could improve the

separation quality of the bootstrapped network that will be discussed in Section 5.2. This limitation is most

likely due to the quality of the primitive separation algorithms that are used to bootstrap the network and

the reliability of the confidence measure. To the first issue, perhaps better primitive separation algorithms

could be developed to obtain better training data for the bootstrapped networks. To the second issue, the

confidence measure is not perfectly correlated with ground truth performance. As seen in Chapter 3, the

confidence measure has much better correlation for speech mixtures than it does for music mixtures. A more

robust confidence measure could be easily swapped into the training procedure presented in Chapter 4. This

would likely improve the performance of the bootstrapped networks greatly.

The direction of arrival algorithm that I bootstrap from in Chapter 4 is not at all resilient to reverbera-

tion. The performance of the algorithm is much worse on reverberant mixtures. I attempted to bootstrap off

of reverberant mixtures, but it unfortunately does not work. The quality of the direction of arrival algorithm

is just too low. Other, more sophisticated direction of arrival based algorithms [28, 110] could be used in

place of this. These algorithms are still based on clustering, but with features that are more resistant to

reverberation, so the same bootstrapping method could be applied.

5.2. Future work

There is quite a bit of room for future work, developing and improving the ideas presented throughout

this thesis. Some of these I have already mentioned, such as improving the confidence measure or the quality

of primitive separation algorithms. For example, the primitive clustering method presented in this work only

incorporated monaural cues such as frequency micromodulation, repetition, and so on. It did not incorporate

stereo cues. Integrating stereo cues into primitive clustering may improve separation quality and improve

the performance of networks bootstrapped from primitive clustering.

A different way to improve separation quality is to use the bootstrapped networks as the separation

algorithm to bootstrap a new network off of. By this I mean a collection of mixtures would separated using

the bootstrapped network that was obtained via primitives. Because the bootstrapped network is based

on deep clustering, the confidence measure can be applied again, as I showed in Chapter 3. Then, a new

network can be bootstrapped from the bootstrapped network. I plan to explore this in future work.
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Another possible direction for future work is to incorporate more primitives. Many primitives, such as

“old plus new”, were left out of this work. They could be incorporated into future versions of my approach.

It is also possible to include primitives from other modalities, such as vision. It is well known that the

visual and auditory senses are linked in the human brain [149]. A natural extension would be to incorporate

separation methods that use audio-visual correspondence [207].

In prior work, that was not covered in this thesis, I developed an approach that estimated the performance

of separation algorithms via a deep neural network [112]. The result was a deep network that could estimate

the separation quality of a separated source very effectively. Such methods could be incorporated into future

iterations of the bootstrapping method I have proposed in this thesis.

More broadly, there is a recent trend in the source separation literature to continuously obtain higher and

higher evaluation numbers according to source-to-distortion ratio, source-to-interference ratio, and source-

to-artifact ratio. This race to the top has pushed the state-of-the-art very far very quickly. However,

performance has recently begun to saturate, as new deep separation methods beat prior separation methods

by less than tenths of a decibel, and the output of these separation methods is almost indistinguishable from

an oracle separator [173]. I believe there are two reasons for this. First, the evaluation measures we use are

limited. Better evaluation measures should be used in the future, especially those that include a human in

the loop [14, 15]. Second, the test sets we are using are being completely solved by deep learning methods.

We need harder test sets that more accurately reflect the real world in order to keep making progress on

separation problems.

The methods proposed here could be used to learn to separate sounds that we were not previously able

to learn how to separate. Namely, sounds that we do not have large datasets consisting of recordings of that

sound in isolation. This could be done by simply finding the appropriate mixtures that contain that sound

and learning directly from them via the methods presented in this thesis. These methods could also be used

to bootstrap a network from vast quantities of unlabeled mixtures which can then be fine-tuned for specific

tasks like music separation, or even non-separation tasks like sound classification.

The bootstrapping techniques I have proposed could be extended to other domains, such as vision. An

analogous problem to source separation in the visual field is image segmentation. In image segmentation,

the goal is to assign every pixel in the image as belonging to or not belonging to specific objects. Clustering

of pixels using various unsupervised methods has been explored for image segmentation, using features like

color or edge detection. One could apply also deep clustering to this problem, as the difference between
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image pixels and time-frequency points does not matter to deep clustering. Only the features learned by

deep clustering would matter. Once a clustering-based segmentation method (either deep or unlearned) is

established, all of the same bootstrapping techniques proposed in this work could be applied.

I have shown that my confidence measure can effectively estimate the performance of networks that are

designed specifically for audio source separation. However, the confidence measure is not specifically tied

to anything about audio, but rather to facts about embedding spaces. This opens a door to estimating

performance for many other tasks where a clustering can be applied. Clustering is a ubiquitous technique

in machine learning and computer science and being able to estimate the performance of it would be very

useful. Future work could explore how the confidence measure could be used for unsupervised performance

estimation in other domains, like language, vision, and so on.

The large amount of audio mixtures that are available for download makes these bootstrapping techniques

an exciting approach that can be used to learn how to separate any source (e.g. separating saxophone by

using a set of music recordings from John Coltrane albums). I look forward to exploring the possibilities

that are unlocked by the methods I have proposed here. A source separation system that can continuously

improve its own performance in an unsupervised fashion, learning directly from its experience with the

auditory world without any human intervention at all is now possible.
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